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Concerns about Bias in AI are not New…
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https://spectrum.ieee.org/untold-history-of-ai-the-birth-of-machine-bias


“Safety issues do not distinguish between men and women, 
hence when writing our requirements, we do not need to 
distinguish whether a man or a woman shall be protected.”

“We are working on technical 
products/issues. Our products are 
neither male nor female nor diverse.”
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The Gender 
Declaration
The Declaration, 
“acknowledge[s] that 
representation of 
women in standards 
development is almost 
always below parity 
and that the outcomes 
for men and women 
are not explicitly 
addressed during the 
standards development 
process.”

https://unece.org/trade/wp6/thermatic-areas/gender-resp-stds-decl


Why Gender Matters for Standards
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https://www.un-ilibrary.org/content/books/9789210027977#:%7E:text=The%20World%20Bank%20and%20the,their%20making%20processes%20in%20necessary.
https://www.scc.ca/en/system/files/publications/SCC_Gender_Safety_Report_EN.pdf


Gender Considerations with AI

Algorithmic Bias

Misuse of Technology

User Uptake
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Algorithmic Bias

“Algorithmic bias occurs when algorithms make decisions that 
systematically disadvantage certain groups of people.”

-- Simon Friis & James Riley
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https://hbr.org/2023/09/eliminating-algorithmic-bias-is-just-the-beginning-of-equitable-ai?utm_medium=email&utm_source=newsletter_daily&utm_campaign=dailyalert_actsubs&utm_content=signinnudge&deliveryName=DM296356
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AI Reflects Society
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“[Algorithmic bias is not a glitch.] A 
glitch suggests something temporary 
that can be easily fixed. I’m arguing that 
racism, sexism and ableism are systemic 
problems that are baked into our 
technological systems because they’re 
baked into society. It would be great if 
the fix were more data. But more data 
won’t fix our technological systems if 
the underlying problem is society.”

-- Meredith Broussard
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Source: UN 2023 Gender Social Norms Index 

https://www.theguardian.com/technology/2023/mar/26/artificial-intelligence-meredith-broussard-more-than-a-glitch-racism-sexism-ableism
https://hdr.undp.org/system/files/documents/hdp-document/gsni202303pdf.pdf


Misuse of Technology
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https://www.cbsnews.com/newyork/news/westfield-high-school-ai-pornographic-images-students/


Tech Abuse

• In Canada, the Smart home market 
technology penetration rate was 
32% in 2022 and is expected to 
increase to 69% by 2028.

• In Canada, women and girls 
account for 7 out of 10 victims of 
family violence.

• A study from the UK found that 
48% of domestic abuse included 
technology-facilitated abuse in 
2017.
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https://www.refinery29.com/en-ca/2019/01/220847/domestic-abuse-violence-harassment-smart-home-monitoring


User Uptake
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Source:  The AI Gender Gap  

If women are not using the 
technology, then even when it 
can help to alleviate the gender 
gap, they may not realize those 
benefits.

https://www.flexjobs.com/blog/post/the-ai-gender-gap-exploring-variances-in-workplace-adoption


Importance of Representation
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Authorship of AI Publications in Academic Journals, Globally by Gender, 2022

Source:  OECD

https://oecd.ai/en/wonk/closing-the-gender-gap


Closing the Gender Gap 
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“Women and girls account for half the world’s 
population and therefore represent half of its 
potential. Gender equality is central to all areas of 
a healthy society, from reducing poverty to 
promoting health, education, welfare, and well-
being of girls and boys. Reducing the gender gap 
promotes economic development. Societies are 
unable to unlock their potential and meet the 
challenges of rapid economic and technological 
change without harnessing the skills and ideas of 
their entire population.”

-- World Bank Group & World Trade Organization

16Source:  Compiled from World Economic Forum

http://www.wto.org/english/res_e/booksp_e/women_trade_pub2807_e.pdf
https://www.weforum.org/publications/global-gender-gap-report-2023/
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