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Abstract
Noise-based approaches to protecting statistical confidentiality have become increasingly popular over the
past decade, including for official population statistics. Many different concepts and practical methods exist
meanwhile and have been studied at length. There are some generic risk/utility aspects shared by many of
them, for instance the particular effects of bounding the maximum noise magnitude by a fixed value (or not).
We focus on such effects of noise bounds in tabular population statistics outputs, showing on the one hand that
the additional disclosure risks related to bounding noise can be controlled and on the other hand that there are
important specific utility benefits of bounding noise in such outputs.

∗The views expressed are purely those of the author and may not in any circumstances be regarded as stating an official position of
the European Commission.



1 Introduction

While traditional SDC methods tend to focus on the protection of small counts only,1 methods based on noise
injection have been increasingly studied over the past two decades. There is meanwhile a rich choice of well-
tested noise methods and protection setups available, with all kinds of different characteristics and often tailored
to specific risk or utility priorities. Despite this rich variety, one of the rather generic qualitative features of
many noise methods is whether the noise is bounded, i.e. its magnitude is limited by a fixed finite parameter, or
not.
This paper addresses noise-based approaches to statistical confidentiality in official population statistics with a
focus on specific risk and utility implications stemming from the presence—or absence—of a noise bound. A
further focus on census-like statistics is chosen because of the global relevance (2020/2021 census round), and
because unweighted counts simplify technical discussions without major loss of generality in the key issues.
There are two classes of such methods, each representing one of the two scenarios of bounded vs. unbounded
noise, that have indeed been used in census production for the global 2020 round: On the one hand, the U.S.
Census Bureau has adopted a strictly differentially private2 noise method for the 2020 U.S. census (Abowd,
2018; Abowd et al., 2022), which received mixed reactions down to grave utility concerns (Ruggles et al., 2019;
Santos-Lozada et al., 2020) and ensuing debates (Muralidhar and Domingo-Ferrer, 2023). It is a characteristic
feature of strictly differentially private methods that the underlying noise must be unbounded (Dwork et al.,
2006). On the other hand, the European Statistical System3 has developed recommendations for a harmonised
protection of 2021 EU census outputs (Antal et al., 2017; De Wolf et al., 2019a,b) based on the cell key
method (Fraser and Wooton, 2005; Marley and Leaver, 2011; Thompson et al., 2013). This method provides
a dedicated parameter to control the noise bound explicitly. For the quantitative analysis of specific risk and
utility aspects related to noise bounds, these two methods are employed in this paper as generic representatives
of their respective classes (with or without noise bound).

2 Key concepts and terms used

Differential privacy (DP) was initially proposed by Dwork et al. (2006) as a rigorous privacy or risk measure.
The concept is appealing from a risk-aware view because it gives a DP guarantee to each individual contributor
of a given statistic; cf. annex A.1. This can come as a strict Y-DP guarantee with a single privacy budget
measure Y, and as a relaxed (Y, 𝛿)-DP guarantee with a second measure 𝛿 quantifying the potential leakage from
a strict guarantee. Various noise protection methods were proposed specifically to implement a certain (strict
or relaxed) DP guarantee by construction; see e.g. Rinott et al. (2018).
Noise distributions are probability distributions over the range of the statistical outputs of interest, e.g. non-
negative integers in population counts. The noise distribution is used to draw a dedicated random noise term 𝑥

to be added to each statistical value in the output. Typically, risk and utility considerations influence the detailed
design shape of the distribution, but many broad aspects can be studied rather generically based on just two
parameters: noise variance 𝑉4 and bound 𝐸 (see next paragraph). Examples in annex A.2 include manifestly
Y-DP distributions and those used by the cell key method (Marley and Leaver, 2011).
Bounded noise comes from a noise distribution with a parameter 𝐸 > 0 such that Pr ( |𝑥 | > 𝐸) ≡ 0, i.e. limiting
the magnitude of any noise term 𝑥. Note importantly that strict Y-DP, in contrast to (Y, 𝛿)-DP, does not allow

1E.g. suppression or rounding of small counts, topcoding or general recoding of rare attributes.
2See section 2 and annex A.1 for a short outline of differential privacy.
3The joint body of Eurostat and the national statistical institutes of all EU countries and Iceland, Liechtenstein, Norway and

Switzerland. It is responsible for the development and quality assurance of official European statistics.
4With a conservative assumption that the distribution is reasonably centred, as is the case with the Laplace, Gaussian and derived

discrete distributions used in this paper.
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𝐸 < ∞ (see annex A.2). A key goal of this paper is to quantify specific utility flaws of unbounded noise
(section 3), but also additional disclosure risks of bounded noise (section 4).

3 Specific utility flaws of unbounded noise

This section concentrates on generic tail effects of unbounded noise distributions, using the vanilla Y-DP two-
tailed geometric distribution of Eq. (11) (annex A.2) as a generic toy method. There are already many studies
assessing utility aspects of DP methods or testing them in statistical applications—e.g. Machanavajjhala et al.
(2008); Dwork and Smith (2010); Ghosh et al. (2012); Hsu et al. (2014); Wang et al. (2015); Petti and Flaxman
(2019). In particular, Rinott et al. (2018) is a key reference for population statistics, but all DP noise distributions
there were truncated (i.e. bounded and thus ‘just’ (Y, 𝛿)-DP), so results do not cover tail effects from unbounded
noise. On the other hand, the U.S. Census Bureau used unbounded Y-DP noise for its 2020 census (Abowd,
2018), which triggered severe utility concerns (Ruggles et al., 2019; Santos-Lozada et al., 2020). Petti and
Flaxman (2019) assessed some utility implications of published test setups, but explicitly left the issue of tail
effects open.

3.1 Parameter setup

Aiming for a realistic setup in a census context, we try to guess the incremental Y budget spent on a single
output table in the hypothetical U.S. census DP scenario described in Petti and Flaxman (2019). There,
discrete Y-DP noise is drawn from the two-tailed geometric distribution with a global privacy budget Yglobal ∈
{0.25, 0.5, 1.0, 2.0, 4.0, 8.0} (Garfinkel, 2019; Petti and Flaxman, 2019). This global budget is then distributed
across six hierarchical geographies (Garfinkel, 2019). Certain optimisations may shift the relative shares away
from an even split, but we assume 1/6 for practical purposes as Petti and Flaxman (2019) do. Further intricacies
include that noisy total population counts are generated for each geographic level5 and all further breakdowns
are optimised to sum to those totals. The reference also suggests that at each geographic level, 67.5 % of the
budget are spent on the more important person aggregate tables. In summary, we assume

Ytable = 67.5 % × 1/6 × Yglobal ≃ 10 % × Yglobal, (1)
so Ytable ∈ {0.025, 0.05, 0.1, 0.2, 0.4, 0.8} for tabular (count-level) Y-DP noise. This corresponds to noise sizes,
in terms of noise variance 𝑉 , at single count level of

𝑉 ∈ {3200, 800, 200, 50, 12.5, 3.125},
√
𝑉 ∈ {56.6, 28.3, 14.1, 7.1, 3.5, 1.8}.

For comparison, the CK variances tested for the 2021 EU census round are in the range 𝑉 ∈ [1, 5] (Antal et al.,
2017), so barely touching the above DP range at its risky end (Ytable ≳ 0.4). Moreover, no tails effects > 𝐸 are
present by definition.

3.2 Demographics at high geographic detail

Accurate demographics at a high geographic detail is one of the key unique census features in many world
regions. For instance, the 2021 EU census round will cover ca. 110 000 local administrative units (LAUs) with
a total population of roughly 4.5× 108 people across the whole EU.6 Coincidentally this matches well with U.S.
census outputs at tract level, covering ca. 75 000 geographic units (Garfinkel, 2019) with a total population of
3.3 × 108 people. However, the following analysis is intended solely to discuss effects of a generic unbounded
noise scenario on key EU census outputs. Whether any of the conclusions may apply to tract-level U.S. census

5Except at State level, where the U.S. Constitution requires the U.S. Census Bureau to publish unperturbed totals (Petti and Flaxman,
2019).

6The LAU data used for this section are 2011 census outputs from all EU Member States as available at ec.europa.eu/CensusHub2.
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Figure 1. Distribution of populated LAUs with ≤ 500 residents across the total population
count (left) and across EU countries (right).

outputs depends critically on the correctness of parameter assumptions, Eq. (1), and also on the comparability
of population distributions across EU LAUs vs. U.S. tracts.
The statistics of LAUs There is an extreme variety of total population by LAU, with populated units ranging
from O(1) residents (450 LAUs with < 10 people) to 3.3 × 106 residents (Berlin; in total 14 LAUs with > 106

people). Now the key point is that statistics across LAUs is only part of the purpose of these census results; they
are also the only source to obtain accurate demographic information on individual LAUs. For this purpose, even
very unlikely but very large noise outliers can have severe, maybe unacceptable, consequences. Furthermore, if
the method of adjusting inner tables to their geographic totals after drawing noise is applied (Petti and Flaxman,
2019), a single large noise outlier on a given small LAU total would systematically and heavily distort all
statistics published for that LAU. Therefore, the subsequent focus is on LAUs with counts < 500 illustrated in
Fig. 1.
The demographics of LAUs To add a demographic element, we include a sex breakdown into females, males
and a total, i.e. SEX = {𝐹, 𝑀,𝑇} as in section 4. This is the spine of all LAU-level person tables in table
groups 3 and 8 of the 2021 EU census programme7. It also reflects a possible notion of picking more important
‘aggregate tables’ to which all further breakdowns would then be adjusted (Petti and Flaxman, 2019). To cover
both large distortions of totals as well as of sex balances, the counts of 𝐹, 𝑀 and 𝑇 are treated independently.
In total, there are ∼ 167 000 LAU counts of 𝐹, 𝑀 or 𝑇 < 500 in the 2011 data.
Estimating distortions In the Y range of Eq. (1), the discrete two-tailed geometric distribution used already
converges well to the continuous Lap(1/Y). So the cumulative inverse distribution function of Lap(1/Y) can be
used to estimate the probability for the noise magnitude |𝑥 | to exceed a certain threshold 𝐸 :

Pr( |𝑥 | > 𝐸 |Y) = exp (−Y𝐸) . (2)

This probability is plotted in the lower-right of Fig. 2 as a function of Y inside the relevant range, and for
𝐸 ∈ {20, 50, 100}. Now Eq. (2) can be convoluted with the distribution of LAU counts (left plot in Fig. 1) to
estimate how many LAU counts in each bin will end up with noise exceeding a given absolute relative error
RE = 20, 50 or 100 %. These binned estimates can be tested by sampling some noise on the LAU data, and
counting occurrences of RE magnitudes above a given threshold. Fig. 2 (left column) overlays the estimates
with counts found in the noise-sampled data. Clearly the analytic estimates describe very well the sampled
noise data.

7Commission Regulation (EU) 2017/712 of 20 April 2017 establishing the reference year and the programme of the statistical data
and metadata for population and housing censuses provided for by Regulation (EC) No 763/2008 of the European Parliament and of the
Council (OJ L 105, 21.4.2017, p. 1).
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Figure 2. Log-linear estimates for frequencies of relative error (RE) magnitudes exceeding
20 % (blue), 50 % (yellow) and 100 % (orange) occurring in LAU counts, by total count:
bins show the analytic estimate obtained from Eq. (2), while lines show the actual distortion
frequencies found in the data with noise sampled.
The rows vary Y = 0.025 (top) to 0.1 (middle) to 0.4 (bottom). The left column counts single
observations (𝐹, 𝑀 or 𝑇) exceeding a given RE, while the right column counts LAUs where 𝐹,
𝑀 and 𝑇 all exceed RE in the same direction.
The lower right histogram (𝐹, 𝑀 and 𝑇 distorted in the same direction for Y = 0.4) is almost
empty and thus replaced by a plot illustrating Eq. (2): log-linear Pr( |𝑥 | > 𝐸) as a function of
Y with 𝐸 = 20 (orange), 50 (yellow) and 100 (blue). Vertical dashed lines indicate Y choices
from Eq. (1), while horizontal dotted lines show 1 over the number of LAUs with 𝑇 ≤ 𝐸 = 20,
50 or 100. 5



Distortions of single counts Looking now at the actual distortions in the left column of Fig. 2, one finds a
sizeable dependence on Y, which is not surprising due to the exponential scaling in Eq. (2). In fact, noise
distortions of single counts in these LAU statistics may be said to become manageable from Y > 0.4 (and we
do not show the upper end of the Y range, Y = 0.8, for this reason). However, for Y ≲ 0.1 there are many LAU
counts expected with |RE| > 50 % or even > 100 %.
For instance, with Y = 0.025 (

√
𝑉table = 56.6) there are 1 648 observations above 100 affected by ±100 % or

more, and still 87 observations above 200 with RE±100 % or more. Recall that every third of these observations
describes a total count, and every 6th a total count with RE < −100 %, thus wiping out the whole population
of that LAU. The largest LAU where this happens is Aragnouet, France, with originally 239 residents (now
−78). The situation does improve with Y = 0.1 (

√
𝑉table = 14.1), but we still find 122 observations above 40 and

11 observations above 60 with RE± 100 % or more. The largest depopulated LAU is again in France, Mélagues
with originally 63 residents (now −9).
Distortions of entire LAUs The findings on single counts are disconcerting in their own right, but there is
an added danger: if the total count is distorted so severely and inner table cells are adjusted to the new total9,
entire LAU populations may disappear from the census output. If inner cells are not adjusted, constraints like
𝐹 + 𝑀 = 𝑇 can be exploited to improve knowledge a bit; e.g. 𝑇 = (𝐹 + 𝑀 + 𝑇)/2.
However, such ad hoc ‘repair’ estimates exploiting 3-tuple constraints will not always help. This is the case
when 𝐹, 𝑀 and 𝑇 are all distorted in the same direction (“broadband distortions”), so the distorted 3-tuple is
internally consistent and no ad hoc estimate can improve the user’s knowledge. To quantify this, one can count
all LAUs affected by such broadband distortions; results are shown in the right column of Fig. 2. For Y = 0.025
there are 28 LAUs above 40 residents and 4 LAUs above 80 with a broadband distortion −100 % or more. The
largest such LAU is Landremont, France with 𝐹 = 61 → −8, 𝑀 = 74 → −26 and 𝑇 = 135 → −83. For
Y = 0.1, most broadband distortions of ±100 % only occur in the lowest count bin (0, 20], but there is one
above: Cidamón, Spain with 𝐹 = 15 → −9, 𝑀 = 20 → −1 and 𝑇 = 30 → −17. Broadband distortions ±20 %
still occur for 61 LAUs with 100 or more residents. The largest LAU where this happens is Ellend, Hungary
with 𝐹 = 112 → 74, 𝑀 = 94 → 65 and 𝑇 = 206 → 158. Even distortions around ±20 % may have significant
policy impacts at local level.

3.3 Population shares at high geographic detail

Going beyond simple population counts provides further insights into unbounded noise effects. For example, we
consider one of the simplest derived indicators within the setting of this section: the share of females 𝑟 B 𝐹/𝑇
in any given geographic unit (LAU here).10 For the unbounded noise, we choose the Y-DP setup with tabular
Y = 0.8 of section 3.1, and for the bounded noise a CK setup with 𝑉 = 3.125 (corresponding to Y = 0.8,
cf. section 3.1) and 𝐸 = 6—a conservative choice for the given 𝑉 within the EU census scenario, according to
Fig. 4.
A first question is how large the typical noise-induced 𝑟 variations are. This is given by the standard deviation
of 𝑟 derived from the propagation of Var(𝐹) = Var(𝑇) = 𝑉 for both noise setups:

sd𝑟 (𝑉) =
1
𝑇

√︃
𝑉
(
1 + 𝑟2) . (3)

8Negative output counts are a typical consequence of standard DP noise. These may be lifted to 0, as proposed e.g. by Ghosh et al.
(2012). However, this generally introduces a (normally small) overall bias to the output and may have other negative impacts on output
utility, pointed out by Rinott et al. (2018). In any case, the discussion is not relevant here: all negative counts mentioned in this section
can be replaced by 0 without changing any conclusion.

9I.e. in this example, noise on 𝑇 would be fixed but noise on 𝐹 and 𝑀 would be post-processed to minimise the violation of the
3-tuple constraint 𝐹 + 𝑀 = 𝑇 .

10All following findings on 𝑟 transcend to any share indicator, and even to more complex ones like the index of dissimilarity, with
the sole complication that other shares, such as minority shares, are typically much less centred around 50 %. This is relevant for the
2021 EU census outputs, which will provide migrant background variables by sex at LAU level (table group 8 in footnote 7).
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The left-hand side of Fig. 3 shows this propagation model for sd𝑟 as a function of𝑇 , with𝑉 = 3.125 as introduced
and 𝑟 = 0.5 fixed. The latter is a reasonable approximation as the factual share of females in the population is
strongly centred around 50 % across all LAUs. In the plot, the model is overlaid with mean standard deviations
computed from the noise samples in bins of width 20, showing that it is indeed a very good approximation of
the properties of both noise setups.
Now note the sd𝑟 ∼ 1/𝑇 dependence for fixed 𝑉 : while the typical noise variation of 𝑟 drops below 1 % point
above 𝑇 = 200, it is in the 10 % points region for 𝑇 around 20. Since these are absolute percentage points,
this can mean relative variations of e.g. minority shares (𝑟 ≪ 0.5) of sd𝑟/𝑟 = 100 % and more for small
populations. Moreover, a sizeable share of LAUs will have an 𝑟 variation > sd𝑟 ; somewhat depending on the
exact noise distribution, we find here roughly 28 % (DP setup) to 35 % (CK setup) of LAUs independent of
𝑇 . So for instance, about every third LAU with 𝑇 ≃ 100 will have an absolute 𝑟 deviation > 2 % points (for
𝑉 = 3.125). In fact, these are very generic insights irrespective of any noise: the total variance of any statistic is
generally composed of intrinsic contributions (e.g. measurement or statistical uncertainties) and extrinsic ones
such as noise injection, where the described effects scale with the total resulting variance𝑉 . The tangible utility
argument to accept noisy protection is that its added variation is limited or negligible compared to the intrinsic
components.
Now moving to tail effects, we start by approximating the 𝑟 variation to leading order in the noise terms: using
𝑖 = 𝑖0 + 𝑥𝑖 with 𝑖 ∈ {𝐹,𝑇} and noise terms 𝑥𝑖 , one finds

𝑟 − 𝑟0 = 𝑟 (b𝐹 − b𝑇 ) + O
(
b2
)

with b𝑖 ≡ 𝑥𝑖/𝑖 ≪ 1 , (4)

where 𝑟0 = 𝐹0/𝑇0. In the CK setup, the maximum absolute variation is bounded by |𝑥𝑖 | ≤ 𝐸 (= 6 here) and thus
from Eq. (4)

max |𝑟 − 𝑟0 |
𝐶𝐾≃ 𝐸

𝑇
(1 + 𝑟) , (5)

whereas the unbounded noise from the DP setup does not respect such an upper bound. The right-hand side
of Fig. 3 shows the CK limit model of Eq. (5) as a function of 𝑇 , again for 𝑉 = 3.125 and 𝑟 = 0.5. Overlaid
are the largest |𝑟 − 𝑟0 | values found for the DP and CK noise setups in each bin of width 20. This shows first
that Eq. (5) indeed describes a tight upper bound on the CK noise variations (the blue bin centres are always
below the grey line); and second, that the largest variations from unbounded noise—for same 𝑉—are typically
significantly larger (the black line is always above the blue one, and often above the grey one). These differences
can be sizeable (note the log scales): e.g. in the 𝑇 = [220, 240) bin, we find max |𝑟 − 𝑟0 | = 5.3 % points in the
DP noise, but only 2.9 % points in the CK noise, with Eq. (5) setting a tight CK limit ≲ 4.1 % points. Again,
these are variations in absolute percentage points, so differences in relative variations between bounded and
unbounded noise setups can be huge for small shares 𝑟 < 0.1, e.g. minority groups.

3.4 Discussion

The two simple analyses above have shown that the tails of unbounded noise distributions, such as strictly Y-DP
ones, may have grave effects at small geographies. For absolute population counts (section 3.2), this starts to
kick in severely around count-level Ytable < 0.4 (𝑉 > 12.5) for most countries (> O(103) LAUs), whereas effects
on population shares (section 3.3) such as minority groups can be sizeable already at Ytable = 0.8 (𝑉 = 3.125).
These results point at similar conclusions as in Santos-Lozada et al. (2020): with unbounded noise it is very
difficult to maintain a certain minimum utility per individual small area unit, for every small area unit in the
output.
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Figure 3. The left-hand side shows a log-log plot of the standard deviation sd𝑟 of the share
𝑟 over the total population 𝑇 . The binned distributions represent the mean sd𝑟 from the DP
(black) and CK (blue) noise samples, while the grey line shows the sd𝑟 model of Eq. (3). The
right-hand side shows (same colour code) a log-log plot of the largest absolute 𝑟 variations
found in each 𝑇 bin, and overlaid the CK limit model from Eq. (5).

4 Specific additional disclosure risks of bounded noise

While unbounded noise has specific utility flaws, as shown in section 3, bounded noise is known to come
with certain additional disclosure risks stemming directly and rather generically from the noise bound; see
e.g. Gießing (2016). Asghar and Kaafar (2020) have elaborated a typical generic attack along this line that
exploits a fixed noise bound. This attack exploits extreme noise patterns in constrained n-tuples with generic
bounded noise protection. Normally the noise bound 𝐸 should be non-public, so the first step is to find the value
of 𝐸 .

4.1 Revealing the bound

The attack of Asghar and Kaafar (2020) relies on 𝑚 output 3-tuples of noisy observations with independent
noise but respecting a linear constraint. The type of 3-tuples is not important, e.g. a sex breakdown including
total count {𝐹, 𝑀,𝑇} with expectation E(𝐹 + 𝑀 − 𝑇) = 0 so that 𝐹 + 𝑀 − 𝑇 values are sampling the noise
distribution. This gives an estimator for the noise bound

𝐸 =
⌈����𝐹 + 𝑀 − 𝑇

3

����⌉, (6)

where the probability of revealing 𝐸 correctly from a single 3-tuple is fixed by the noise distribution as
𝑝1 B Pr[|𝐹 + 𝑀 − 𝑇 | > 3(𝐸 − 1)].11 Given 𝑝1, the number of independent 3-tuples needed to infer 𝐸 at
confidence level 𝛼 is

𝑚 =
⌈ log(1 − 𝛼)
log(1 − 𝑝1)

⌉
≃
⌈ 1
𝑝1

⌉
for 𝛼 = 68 % and 𝑝1 ≪ 1. (7)

Results of Asghar and Kaafar (2020) are for uniform noise only, but in general 𝑚 will depend heavily on 𝑝1 and
thus on the particular noise distribution. For instance, in CK-like methods 𝑝1 is fixed by the 𝑝-table (Thompson
et al., 2013) and thus by 𝑉 and 𝐸 parameters, which allows to control the required complexity 𝑚. Fig. 4

11E.g. uniform noise ∈ {−𝐸, 𝐸} gives 𝑝1 = 20/(2𝐸 + 1)3 by simple combinatorics (Asghar and Kaafar, 2020).
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Figure 4. Heat map showing the number 𝑚 of 3-tuples required to infer 𝐸 at confidence level
𝛼 = 68 % over the𝑉–𝐸 parameter space of CK-like methods (and 𝑝1 ≃ 1/𝑚, cf. Eq. (7)). Black
boxes highlight the parameter settings where 𝑚 exceeds the number of independent 3-tuples
(i.e. sex breakdowns) available in the 2021 EU census output of Germany (solid) and Malta
(dashed).

illustrates 𝑚 over the typical 𝑉–𝐸 space in a generic CK setup using the 𝑝-table tool recommended for the 2021
EU census (De Wolf et al., 2019b).12

Note that 𝑚 converges to the uniform limit for increasing 𝑉 > 𝐸 (because the 𝑝-table converges to the uniform
distribution with maximum variance𝑉 = 𝐸 (𝐸 +1)/3), but diverges quickly for decreasing𝑉 < 𝐸 (because large
noise magnitudes become increasingly unlikely). This suggests that CK setups with moderately large 𝐸 ≲ 10
and considerably smaller 𝑉 (e.g. 𝐸 = 5 to 10 and 𝑉 = 2) perform as “quasi-unbounded” noise on attempts to
disclose 𝐸 . In conclusion, Asghar and Kaafar (2020) have argued that 𝐸 cannot be sufficiently protected, but
it was shown above that this depends critically on the noise distribution and relative choice of 𝑉 and 𝐸 : while
uniform noise seems 𝐸-disclosive, generic bounded noise distributions can be set up to protect 𝐸 effectively
while keeping strong utility guarantees (moderate variance and hard noise bound).

4.2 Exploiting margins

Nevertheless, assume now 𝐸 is known to complete the discussion. Then one can search the whole output
for constraint n-tuples with extreme noise combinations, which can only be obtained by a single noise pattern
applying ±𝐸 to each count. In such a case, all true counts of the n-tuple are disclosed: e.g. find 𝐹 = 3, 𝑀 = 2
and 𝑇 = 11 with 𝐸 = 2 known, which discloses true 𝐹 = 5, 𝑀 = 4 and 𝑇 = 9.13 However, the abundance
of such noise combinations in the output depends again on 𝑝1 described above (or its generalisation for > 2
categories), and thus becomes increasingly unlikely in the “quasi-unbounded” regime (𝑉 ≪ 𝐸 ≲ 10): Bailie
and Chien (2019) estimate such risks in a typical scenario as O(10−3 − 10−16), but assuming 𝐸 = 2 fixed, while
similar risk scaling with 𝐸 = 1, 2 or 5 (for fixed 𝑉) is observed by Enderle et al. (2018). Fig. 4 also shows

12The setup is ‘generic’ because we use the implemented generic 𝑝-table generating algorithm that maximises entropy under the
sole constraints of fixed 𝑉 and 𝐸 (cf. Gießing (2016)). If 𝑝-tables are further tailored to specific needs, e.g. adding more constraints,
this may affect 𝑝1 and thus 𝑚.

13There are more disclosive patterns when true 0s are not perturbed (Enderle et al., 2020), but these require very specific true count
patterns combined with a specific noise pattern drawn; such patterns become very unlikely for moderately large 𝐸 , as suggested by
Enderle et al. (2020).
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𝑝1 ≃ 1/𝑚 for a two-category variable (most disclosive) as a function of 𝐸 and 𝑉 . For instance, with 𝐸 = 5 and
𝑉 = 2 each output 3-tuple has just an individual chance 𝑝1 ≃ O(10−7) of being divulged, and for 𝐸 = 10 and
𝑉 ≤ 4 it is practically zero.14 Note finally that such an attack cannot be “aimed” at specific statistics of interest;
it is limited to wherever extreme noise patterns happen to occur.

4.3 Heuristic parameter constraints

To generalise this, a heuristic risk constraint can be inferred on the𝑉–𝐸 parameter space: to avoid 𝐸-disclosure,
choose𝑉 and 𝐸 for fixed 𝑚—i.e. a static output scenario15—such that the 𝐸 disclosure risk according to Eq. (7)
is below 68 %, even when all available 3-tuples are used. The respective contours are added to Fig. 4 for
Germany (most independent sex 3-tuples) and for Malta (fewest independent sex 3-tuples). In such a static
output scenario, such a limit can always be set by requiring the noise distribution to satisfy 𝑝1 ≲ 1/𝑚. Note that
this constraint is very conservative: even if 𝐸 is disclosed correctly, there are then only 𝑚𝑝1 = O(1) 3-tuples in
the whole output where the noise can be removed.

5 Conclusions

While traditional SDC methods in population statistics mainly focused on small counts at high risk of direct re-
identification (e.g. suppressing those, etc.), often some generic features of such noise methods can be captured
well with just two parameters, namely the variance 𝑉 and noise magnitude bound 𝐸 . Whether the noise is
bounded (𝐸 < ∞) or unbounded (𝐸 = ∞) is a key question, as it has specific consequences for both utility and
risk of the respective noise method.
On the one hand, the two simple analyses of section 3 have shown that the tails of unbounded noise may have
grave effects on population statistics at small geographies, such as census results at the level of municipalities.
Large tail effects may be rare, but not rare enough in typical noise setups to guarantee that the resulting statistics
are still useful for all small areas. In particular, share indicators for minority groups may become severely
affected already at very modest 𝑉 ∼ O(1). On the other hand, section 4 has illustrated that specific additional
disclosure risks of noise bounds can typically be controlled systematically by tuning 𝑉 and 𝐸 . In conclusion,
unbounded noise seems not fit for population statistics where a certain minimum accuracy for every output
count is a design requirement.
Differential privacy (DP) is a useful concept to quantify risk irrespective of a particular protection scenario,
and hence to compare risk levels consistently between various SDC approaches. However, the flexibility of
strictly Y-DP protection methods is heavily limited with just a single parameter (the privacy budget Y). It is the
presence of a second parameter—generically the noise bound 𝐸 , or 𝛿 in relaxed (Y, 𝛿)-DP methods—that adds
the flexibility needed to arbitrate risk vs. utility efficiently.

14E.g. the number of independent sex breakdowns in the 2021 EU census output depends on the geographic breakdowns and hence
on country size, giving the largest 𝑚 = 2.8 × 107 for Germany.

15Meaning here that the total amount of output statistics is fixed, e.g. as a set of contingency tables. This typically gives more
control over the remaining disclosure risks than a flexible or dynamic output scenario, where the user may query a less limited amount
of statistics.
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Appendix A Extended discussion of concepts and terms used

A.1 Differential privacy: a risk measure

Differential privacy was first proposed by Dwork et al. (2006), in the wake of the database reconstruction
theorem. In plain words, its paradigm is that every query result (output) should be robust against addition to, or
removal from, the input database of any single record, e.g. picking one record and removing it from the database
should not significantly change any outputs (hence differential privacy).
There are various mathematical definitions of differential privacy, so we repeat here the most generic one,
introducing both strict as well as relaxed (or approximate) differential privacy in one go as Dwork et al. (2006):
given two neighbouring input databases 𝑑 and 𝑑′ that differ exactly in one record, any mechanism M(·) acting
on the universe of input databases to generate outputs must fulfil

Pr(M(𝑑) ∈ 𝑆) ≤ 𝑒YPr(M(𝑑′) ∈ 𝑆) + 𝛿 (8)
for all subsets 𝑆 ⊆ Range(M) to be 𝛿-approximately Y-differentially private or short (Y, 𝛿)-DP, where Y and 𝛿

are parameters establishing the differential privacy level. For 𝛿 → 0, Eq. (8) reduces to a definition of strictly
Y-differentially private or short Y-DP mechanisms.
The definition implies that, for any single output 𝑠 ∈ Range(M)—singleton 𝑆 in Eq. (8)—with nonzero
probability on 𝑑, the probability to obtain 𝑠 from 𝑑′ should also be nonzero for the mechanism to be possibly
Y-DP. This suggests some kind of noise injection applied by M as an option to comply with Eq. (8). It is
important to note here that Y-DP or (Y, 𝛿)-DP are attributes or qualifiers of any given M, thus measuring
the individual information leakage from any thinkable output. Therefore, Y and 𝛿 are handy risk measures to
compare different output scenarios and noise mechanisms, as done e.g. by Rinott et al. (2018).

A.2 Noise distributions: bounded or unbounded?

Recall that the discussion is confined to outputs representing unweighted person counts, or sets of such counts
(e.g. contingency tables). Then the most generic output mechanism M(·), in the sense of annex A.1 , returns an
ordered 𝑘-tuple of frequencies representing the answers to 𝑘 individual counting queries passed to M. Further
let M̃(·) denote an exact output mechanism without any noise injected, so that Range(M̃) = N𝑘0 . Then by noise
distribution we mean the probability distribution underlying the process of drawing an additive (pseudo) random
noise term 𝑥 ≡ (M −M̃)(𝑑) for 𝑘 = 1 and any given 𝑑. Among the popular options are e.g. Laplace, Gaussian,
or entropy-maximising distributions, which may come in various flavours and with auxiliary constraints, but
many properties can be captured by just two generic attributes: the noise variance Var(𝑥) and its magnitude
bound |𝑥 | ≤ 𝐸 (≤ ∞). Here we just give a crude classification based on the DP categories introduced in
annex A.1.
Y-DP noise distributions manifestly comply with Eq. (8) for any possible singleton 𝑆 (single output count)
with 𝛿 = 0. It is easy to show (Dwork, 2011) that e.g. the Laplace distribution

Lap (Δ/Y) : 𝑥 ∼ Y

2Δ
exp

(
−Y |𝑥 |

Δ

)
(9)

with Var(𝑥) ≡ 𝑉 = 2(Δ/Y)2 fulfils this requirement, where Δ is the global sensitivity of M̃ defined as

Δ B max
𝑑,𝑑′

𝑘∑︁
𝑖=1

���M̃(𝑑)𝑖 − M̃(𝑑′)𝑖
��� (10)

with 𝑖 running through output 𝑘-tuple indices. Clearly for 𝑘 = 1 and unweighted person counts, Δ = 1 and
𝑥 ∼ Lap(1/Y) in this case.16 Now this distribution is over R, so that Range(M) = R𝑘 which may return

16Apart from unweighted counts, the issue with Δ is that it is generally hard to obtain, and arbitrarily difficult for some queries on
weighted or magnitude data: e.g. Bambauer et al. (2014) argue that in an average income query the global sensitivity is theoretically
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non-integer person counts. This can be lifted this by using the discrete two-tailed geometric distribution (Ghosh
et al., 2012)

𝑥 ∼ 1 − exp(−Y)
1 + exp(−Y) exp(−Y |𝑥 |), (11)

which gives Range(M) = Z𝑘 and approximates to Lap(1/Y) for Y ≪ 1.
Note finally that noise distributions, continuous or discrete, must be unbounded to be Y-DP. To see this, assume
bounded noise with Pr(𝑥 > 𝐸) = 0. Then in Eq. (8), choose without loss of generality 𝑑 > 𝑑′ and 𝑠 = M̃(𝑑) +𝐸
(i.e. 𝑘 = 1). Thus, Pr(M(𝑑′) = 𝑠) = 0 as 𝑠−M̃(𝑑′) = 𝐸 + 1 and the inequality requires 𝛿 ≥ Pr(M(𝑑) = 𝑠) > 0
to hold, which contradicts 𝛿 = 0.
(Y, 𝛿)-DP and other noise distributions In a sloppy manner, most noise distributions that are not Y-DP are
(Y, 𝛿)-DP: If a distribution fails the strict Y-DP requirement, Eq. (8) with 𝛿 = 0, a 𝛿 > 0 can usually be found
to establish (Y, 𝛿)-DP. In particular, unbounded noise distributions can usually be truncated to give (Y, 𝛿)-DP,
where 𝛿 depends on the resulting probability distribution close to its discontinuity (Rinott et al., 2018). Also
for cell key noise of Thompson et al. (2013), taking variance 𝑉 and noise bound |𝑥 | ≤ 𝐸 as input parameters, an
(Y, 𝛿)-DP level can be inferred (Bailie and Chien, 2019). However, the issue is not about finding a 𝛿 but about
dealing with its value: clearly it should be 𝛿 ≪ 1 but how small exactly? For instance, 𝛿 < 1/𝑛 is stated in
Dwork and Roth (2014), but higher values are also discussed in Rinott et al. (2018). It is also argued there that
often the choices of 𝛿 (and Y) are policy decisions, not statistical decisions.
Bounded vs. unbounded noise Why select an unbounded noise distribution? As shown above, if a strictly
Y-DP output mechanism is ultimately desired, the underlying noise distribution must be unbounded. Moreover,
Asghar and Kaafar (2020) recently claimed that a tight noise bound poses additional disclosure risks. However,
sections 3 and 4 argue that unbounded noise may come at too high a price on utility, while the additional risks
of bounded noise can be controlled.
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