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I. Introduction  
 
1. Data editing is one of the most time-consuming tasks of the National Statistics Institutes (NSIs), which 
face increasing demand for statistical products along with budget constraints (Menghinello, Faramondi, & 
Laureti, 2020; UNECE's Task Force on Value of Official Statistics, 2018). Administrative registers, as well as 
any data sources, are prone to errors. Facing an increasing volume of data available and more accessible 
computing power, the automation of the data editing process becomes unavoidable. 
 
2. Recent advances in data editing have incorporated the use of machine learning (ML) in the detection of 
outliers, with promising results but unclear advantages regarding traditional (non-ML) methods. Compared to 
traditional methods, ML methods require more computational power, which may frustrate some 
implementation efforts. 
 
3. In this working paper, we compare conventional and machine learning methods for outlier detection in 
a dataset of monthly sales from value added tax (VAT) declarations of Chilean firms. To establish a fair 
assessment process, we created a labeled dataset and evaluated its performance on standard classification 
metrics and computational cost. Our preliminary findings suggest that machine learning models outperform 
traditional approaches in the task of outlier detection as shown by performance metrics. 
 
4. To take advantage of these novel methods we propose an automatic selective editing approach: focusing the 
use of ML methods on the most influential entities. 
 

 
II. Comparison of outlier detection methods 
 

A. Dataset 

 
5. Value added tax (VAT) form is one of the most important source of information for sales of the firms 
in Chile, feeding high frequency indicators for national accounts. The low size of the informal economy in 
Chile (Medina & Schneider, 2018) makes this a good source of information. VAT declarations provides 
monthly data for more than a million of tax contributors.  
 



 

                                                                                               

 

6. For this exercise we grouped the firms by industry1 and firm size2, considering from each group the top 
25% of the firms with most presence in the period between January 2013 to August 2021. From this subset, we 
performed a random selection of 1,200 firms, obtaining a sample of 109,044 records. 
 

B. Labeling the dataset 

 
7.  A labeled dataset provide a benchmark with ground truth annotation, necessary to perform an 
evaluation of outlier detection methods. 
 
8. The sampled dataset was revised and labeled by industry experts, who tagged outliers in the sales data 
in a firm-by-firm time-series approach. This exercise identified 717 outliers, corresponding to a 0.7% of the 
sample. 

 

C. Outlier detection methods 

 

9. In this work, we selected different methods and compared their performance using standard metrics. 
The selected methods are described as follows: 
 

(a) Interquartile distances method (IQ) 
 
Interquartile distances method (IQ) defines boundaries for monthly and annual ratios using the 
percentiles 25th, 50th (median) and 75th for both ratios. The monthly and annual ratios of the sales data 
for a firm 𝑖 at the month 𝑡 are defined as 𝑟𝑖,𝑡

𝑚 = 𝑥𝑖,𝑡/𝑥𝑖,𝑡−1 and 𝑟𝑖,𝑡
𝑎 = 𝑥𝑖,𝑡/𝑥𝑖,𝑡−12, respectively, where 

𝑥𝑖,𝑡  is the sales of the firm 𝑖 at the period 𝑡.  The percentiles were estimated over the 2 years of previous 

information for each firm, whereas the lower and upper bounds for the monthly and annual ratios of 
each firm are defined as follows: 

 
Lower limit = 𝑟𝑝50 − 𝑘 ∗ (𝑟𝑝50 − 𝑟𝑝25) 

Upper limit = 𝑟𝑝50 + 𝑘 ∗ (𝑟𝑝75 − 𝑟𝑝50) 

 
Where k value defines the range of the limits. The authors suggest a value of 3 for this parameter. 
These data values 𝑥𝑖,𝑡  whose ratios 𝑟𝑖,𝑡

𝑚 and 𝑟𝑖 ,𝑡
𝑎  lie outside the bounds are considered outliers. 

 

(b) HB method 
 
Hidiroglou and Berthelot (1986) presented a method “proven successful by experience” (Norberg, 
2016) which considers the ratio and the relative size of a variable and define robust boundaries 
transforming the data and calculating median and quartiles. 
 
From the same definitions used for describing the monthly and annual ratios in the IQ method, the first 
transformation is as follows: 
 

𝑠𝑖 = {
1 − 𝑟𝑝50 𝑟𝑖⁄ , if 0 < 𝑟𝑖 < 𝑟𝑝50

𝑟𝑖 𝑟𝑝50⁄ − 1 , if 𝑟𝑝50 ≤ 𝑟𝑖
 

 
The second transformation considers the size of the data and control its importance with the parameter 
𝑈 ∈ [0,1]: 

𝐸𝑖 = 𝑠𝑖 ∗ (𝑀𝑎𝑥(𝑥𝑖,𝑡−1,𝑥𝑖,𝑡))
𝑈

 

 

                                                 

1 We considered the following industries: Wholesale and retail trade, Information services, Construction, Electricity, gas 

and water supply, Education and health services, Manufacturing, Administrative and professional services, Transport and 

storage and Accommodation and food services. 
2 We set up two groups: large and non-large enterprises. We used the definition established in the Chilean law, which 

considers a company as “large” if their annual sales is over 100,000 UF, where UF refers to a daily indexation indicator 

that is CPI-adjusted. For reference, in 2021 100,000 UF equals 3.93 MM USD and 3.32 MM EUR. 



 

                                                                                               

 

Finally, the method considers as outliers all the values 𝐸𝑖 outside the interval defined as follows:  
 

Lower limit = 𝐸𝑝50 − 𝐶𝑑𝑄1 

Upper limit = 𝐸𝑝50 + 𝐶𝑑𝑄3 

 

Where 𝑑𝑄1 = 𝑀𝑎𝑥(𝐸𝑝50 − 𝐸𝑝25, |𝐴𝐸𝑝50|) and 𝑑𝑄3 = 𝑀𝑎𝑥(𝐸𝑝75 − 𝐸𝑝50, |𝐴𝐸𝑝50|). The authors 

suggest a value of 0.05 for 𝐴, while for the 𝑈 and 𝐶 values we use 0.5 and 2 respectively. 
 

(c) IQ & HB (HB anchored) method 
 

We also used a combination of the two outliers’ detection methods described previously. It is known 
that the HB method alone may flag too many small values as outliers (Statistics New Zealand, 2009). 
To prevent the over-detection of outliers we used the IQ method as an “anchor” for the HB method. 
This hybrid method identifies an observation as outlier if it is tagged as such from both methods, 
reducing the chance of false positives and preserves further the original data. This method is currently 
uses at the Central Bank of Chile for editing the sales (VAT) data. 

 

(d) DBSCAN 
 
Lastly, we considered Density-based spatial clustering of applications with noise (DBSCAN) as an 
outlier detection method (Ester, Kriegel, Sander, & Xu, 1996), a very well-known non-supervised 
machine learning algorithm. This clustering algorithm is based on the density of the data grouping 
together the points that are closely packed together, i.e., points with many nearby neighbors, tagging as 
outliers those points that lie alone in low-density regions. We used this algorithm in three versions: 
with sales (one variable), with sales and costs of sales, and with sales and the ratio sales/costs. 

 

D. Assessment metrics 
 
10. Due to the nature of this exercise -a binary classification problem- a confusion matrix and the metrics 
derived from it are useful for evaluating these methods and algorithms. A confusion matrix intersects the actual 
classes (rows) with the predicted classes (columns), as follows: 
 

Table 1. Confusion matrix 
  Predicted condition 

 Total = P + N Positive Negative 
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Positive True positive (TP) False negative (FN) 

Negative False positive (FP) True negative (TN) 

 
 
11. Three of the metrics derived from the confusion matrix are precision, true positive rate (TPR) and false 
positive rate (FPR). Precision or positive predictive value is the proportion of positive results that are true 
positive. TPR, recall or sensitivity is the proportion of actual positives that are predicted as such. Finally, FPR 
is the proportion of actual negatives that are misclassified. These metrics allowed to build up more complex 
ones. 
 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 



 

                                                                                               

 

12. We also used other very well-known metrics that derives from the confusion matrix for evaluating the 
performance of the outlier detection techniques. 
 

(a) Area under the curve of the receiver operating characteristic curve (AUC ROC) 
 
The receiver operating characteristic curve (ROC) plots the FPR (x-axis) against the TPR (y-axis) for 
different probability threshold. A perfect classifier will yield the coordinate (0,1), representing no false 
negatives and no false positives, and the area under the curve (AUC) will be 1. A random classifier will 
result in a curve close to the diagonal and an AUC ROC value of 0.5. 
 

(b) Area under the curve of the precision-recall curve (AUC PRC) 
 
AUC ROC is a popular metric for the evaluation of a binary classifier, however for imbalanced datasets 
a more appropriate measure is the AUC of the precision-recall curve (PRC) (Saito & Rehmsmeier, 
2015). The PRC plots the precision and TPR (recall) for different thresholds. Higher AUC PRC implies 
more accurate results.  
 

E. Results 
 
13. The performance metrics are shown in the Figure 1 and in the Table 2. In the Table 2 we also included 
a metric called RATIO_N that measures the number of predicted outliers vs the actual number of outliers. For 
example, if we have a RATIO_N of 2 it means that the model is predicting twice the amount of the actual 
outliers. 
 

Figure 1. Comparison of the performance metrics 
 

 
 

Table 2. Detailed comparison of the performance metrics 

Method AUC_ROC AUC_PRC TPR FPR PRECISION RATIO_N 

DBSCAN (sales) 0.83 0.43 0.68 0.02 0.19 3.69 

DBSCAN (sales, costs) 0.87 0.44 0.84 0.09 0.06 14.64 

DBSCAN (sales, ratio s/c) 0.87 0.44 0.86 0.12 0.05 18.62 

IQ 0.72 0.27 0.47 0.04 0.07 6.38 

HB 0.75 0.32 0.63 0.13 0.03 20.02 

IQ & HB 0.70 0.27 0.42 0.02 0.12 3.38 

 
14. DBSCAN maximizes the AUC ratios over conventional methods (IQ, HB, IQ & HB), meaning better 
performance. However, DBSCAN with two variables detects a high number of outliers and have therefore a 
higher FPR, a higher RATIO_N and a lower Precision compared to IQ & HB. 
 



 

                                                                                               

 

15. In summary, DBSCAN with one variable has the advantage of a ML predictor in accuracy and the 
efficiency of the IQ & HB method in terms of not flagging too many outliers. 
 
 

III. Automatic selective editing 
 

A. The computing problem of machine learning (ML) methods 
 
16.  ML methods by nature require more computing power3, implying more computing time. This can be 
troublesome when working with large datasets, making some of these novel methods very difficult to 
implement.  
 
17.  The methods presented in this working paper were executed on a server with 2 Intel Xeon Gold 6142 
processors running at 2.6 GHz each and 1 TB of RAM. The resulting process time (CPU time + system time) 
for each method is displayed in the following graph: 
 

Figure 2. Process time by method 

 
 

18.  The standard methods in average were run in 22.9 seconds of process time, while DBSCAN used 
around 86.6 of process time. This implied that the ML method used 3.8 times more process time than the 
average of the non-ML methods, illustrating the problem mentioned above. 
 

Table 3. Detailed process time and wall-clock time by method 

  Time in seconds 

Method Process Time Wall-Clock Time 

DBSCAN (sales) 83.4 86.6 

DBSCAN (sales,costs) 86.6 89.0 

DBSCAN (sales,ratio s/c) 89.8 92.4 

IQ 13.8 17.5 

HB 20.4 23.3 

IQ & HB 34.6 37.4 

Mixed 45.9 48.1 

 
 
 

                                                 

3 DBSCAN has a run time complexity of 𝑂(𝑛 ∗ log(𝑛) ), where 𝑛 are the points of the database, making it a reasonable 

reference for other ML methods that may have higher complexity. 
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B. Automatic selective editing approach 
 
19. To overcome this problem, we propose an approach based on the selective editing paradigm (Wall, 
2013), restricting the implementation of the ML methods to the most influential entities, while the bigger set of 
less influential records are examined with less computational-costly standard methods. This “automatic 
selective editing” approach can eventually be extended to the amendment (imputation) phase. 
 

C. Performance gains 
 
20. Restricting DBSCAN to the top 56.3% most influential4 records, we can reduce the time almost by half 
(47.3% specifically), as we can see in the Figure 3. 
 

Figure 3. Process time by method 

 
 

IV. Conclusions and future work 
 
21. In this work, we presented a standard evaluation scheme for outlier detection methods and its 
implementation. We compared some methods, using a labeled dataset and standard metrics, finding better 
performance in DBSCAN –a non-supervised ML method- against conventional methods. 
 
22. Nonetheless, in a broad sense ML methods require more computational power and process time 
compared to conventional methods, which are simpler to compute. This problem grows along with the size of 
the dataset. To get over this situation, we propose focusing its implementation on the most influential entities, 
while maintaining the conventional methods for the rest of the records. 
 
24. This evaluation can be improved by adding and assessing more outlier detection methods. Additionally, 
we can take advantage of the labeled dataset and train supervised ML models that can perform outlier detection 
tasks. This can be addressed in a future work. 
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4 For simplicity, we considered as influential the group of large enterprises  (see note 2 above). 
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