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L. INTRODUCTION

1. In statistical survey analysis, (partial) non-responders are integral elements during data ac-
quisition. Treating missing values during data preparation and data analysis is therefore a non-trivial
underpinning. Focusing on the German Structure of Earnings data from the Federal Statistical Office
of Germany (Destatis), we investigate various imputation methods regarding their imputation accuracy
in a simulation study. Since the term of imputation accuracy is not clearly defined in theory and prac-
tice, we examine different measures for assessing imputation accuracy: In addition to measures such as
the normalised root mean square error (NRMSE) and the proportion of incorrect classifications (PFC),
we place a special focus on (distributional) distance measures for assessing imputation accuracy. This
work can be seen as a follow up of a Destatis contribution [Dumpert, 2020] to the UNECE HLG-MOS
Machine Learning Project 2019/2020 [United Nations, 2021].

2. In our analysis, we differentiate between the univariate and multivariate distributional imputa-
tion accuracy. While in the univariate case we consider only the empirical distributions of the variables,
in the multivariate analysis we additionally focus on dependency structures between the variables. To
this end we consider empirical distributions of linear combinations of the variables.

I1. Missing Settings and Imputation Methods

1. In our simulation study, we focus on two mechanisms of generating missing values [Rubin,
2004]. When simulating missing values according to the Missing Completely at Random (MCAR)
mechanism, the missing of values is independent from other values. In case of the Missing at Random
(MAR) mechanism, the missing of values depends on the observed values of the data set. Anyways,
in this case the missing is independent from unobserved or missing values of the data set. In this
contribution, the missing rates 1%, 5% and 10 % are used.

2. Since there exist many different imputation methods, we decided to compare only five com-
monly applied approaches that are implemented in the statistical software R: Amelia [Honaker et al.,
2011], missRanger [Mayer, 2019, Stekhoven and Buehlmann, 2012|, multiple imputation by chained



equations (MICE) based on a Random Forest (Mice.RF) and MICE using either predictive mean match-
ing (Mice.Pmm) or a normal (Bayesian) model (Mice.Norm) for the metric variables [van Buuren and
Groothuis-Oudshoorn, 2011]. For the categorical variables, missing values are imputed by the random
forest based imputation. Additionaly, we consider the Naive imputation [van Buuren, 2018, p.12|.
m = b data sets are imputed for the multiple imputation methods.

I11. Evaluation Methods
A. Univariate Analysis

1. In the univariate case, we considered accuracy measures for different purposes. We therefore
differentiate between the predictive and the distributional accuracy. To measure the predictive imputa-
tion accuracy, we estimate the normalised root mean squared error (NRMSE) for continuous variables
and the proportion of falsely classified /imputed entries (PFC). These measures are often used to com-
pare different imputation methods [Stekhoven and Buehlmann, 2012, Audiger et al., 2016, Ramosaj
and Pauly, 2019, Ramosaj et al., 2022]|. For both methods, values close to zero mean that the imputed
values are close to the original (missing) values.

2. To measure univariate distributional accuracy we considered different distance measures for the
differences between two univariate distributions. In this contribution, we are only going to focus on the
Kolmogorov-Smirnov-statistic (KS) for metric variables. For the multiple imputation, we average the
observed values of the KS statistic. Afterwards, we compute permutation tests to check for equality of
the distributions of the original and imputed data and report the p-values.

B. Multivariate Analysis

1. As in the univariate case, described in A, we are interested in the distributional imputation
accuracy with respect to the multivariate distribution. Similar to Knop et al. [2020], we use linear
combinations of the d = 16 metric variables of the data set to assess distributional accuracy. The idea
is based on Cramér and Wold [1936]. We generate B = 1000 random vectors, aj,...,ap, uniformly
distributed on the d-dimensional unit-sphere D? according to the descriptions of Muller [1956, p. 586
587|. To assess distributional imputation accuracy, the KS Statistic of the linear combinations of
the original and imputed data a;” X""¢ and ;7 X", i = 1,...,B is calculated. To compare the
imputation methods, the maximum value
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is considered. However, only the maximum value of the B = 1000 values is reported here.

2. For ease of presentation, the present contribution focuses on the above multivariate distribu-
tional imputation accuracy. In an ongoing study we additionally investigate Copula-based approaches
and also compare the correlation matrices of the original and imputed data sets.



V. Simulation Setup

1. For the simulation study, a pre-processed campus file of Destatis, the data set of structure of
earnings survey 2010, is used. Campus files are data sets, which are anonymised and pre-processed
for using them in universities. The structure of earnings survey 2010 consists of two data sets, the
employer and the employee data. Only the latter is used for the simulation. The employee data set
consists of 25,974 observations on 33 variables. Since some of the variables contain missing values, a
modified version of the data set is used for the simulation. A detailed description of the modifications
can be found in Thurow et al. [2021b]. The pre-processed data set used for the simulation contains 28
(16 metric and 12 categorical) variables. The simulation is performed in R [R Core Team, 2020].

2. The first step of the simulation is the generation of missing values. At this step, missing values
are simulated into 24 previously selected variables (15 metric and 9 categorical). Missing values are
generated under the MCAR mechanism as well as under the MAR mechanism. For the MAR case,
three previously specified relations between the missing in variables are simulated. For example, one
of the relations is that with increasing age, it is more likely that an employees’ salary information is
missing. For the 21 remaining variables, missing values are simulated as in the MCAR case. Further
information on the generation of missing values in this simulation can be found in Thurow et al.
[2021a,b].

3. After inserting missing values, the missing values in the simulated incomplete data sets are
imputed by using all imputation methods described in II. This yields 22 imputed data sets (note that
we used m = 5 for the multiple imputation methods). Afterwards, the evaluation methods described
in III are calculated for the data sets. For the multiple imputation methods, the results are combined,
such that five values are observed.

4. The steps of the simulation are repeated in M C' = 100 Monte-Carlo iterations for each missing
rate and missing setting.

V. Simulation Results
A. Univariate Analysis
1. To assess predictive accuracy, the NRMSE and PFC are used. The boxplots of the observed

values for the two measures at the simulation are shown in Figure 1. Since the random forest based
imputation was used for imputing the categorical variables for all three Mice versions, for the PFC,
only the observed values of Mice.RF are displayed. For all missing rates and both missing mechanisms,
the observed values of the NRMSE and PFC show a similar behaviour. For both measures, the NRMSE
and the PFC, the lowest (median) values can be observed for missRanger. For the PFC, the observed
values are much lower than for the other imputation methods. The highest values for the NRMSE can
be observed when using the Naive method or Mice.RF for imputing missing values. Both methods
have median NRMSE values around 0.6. Compared to this, missRanger has a median value around
0.1. The methods Amelia, Mice.Norm, and Mice.Pmm only performed slightly worse than missRanger
when considering the NRMSE. For the PFC, the values of these methods are much higher than for
example for missRanger, while they are still lower than for the Naive approach. Noticeable is the fact
that for both measures, missRanger yields much lower values than its Mice counterpart.
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FIGURE 1. Boxplot for the imputation accuracy using M C = 100 iterations.
1: Amelia, 2: Mice.Norm, 3: Mice.Pmm, 4: Mice.RF, 5: Naive, 6: missRanger

Reprinted from Statistical Journal of the IAOS, Volume 37, Thurow, M., Dumpert, F., Ramosaj, B.
and Pauly, M., Imputing missings in official statistics for general tasks - our vote for distributional
accuracy, Pages 1379 — 1390, Copyright 2021, with permission from IOS Press. The publication is
available at IOS Press through http://dx.doi.org/10.3233/5SJ1-210798.

2. The p-Values of the permutation test for the KS statistic are used to assess univariate dis-
tributional accuracy. The results are displayed as boxplots in Figure 2. Between the two missing
mechanisms, no major differences between the values can be observed. For 1% missing values, the
p-values are rather high for almost all imputation methods. Only for the Naive method, the p-value is
lower across all the variables, which indicates differences between the distributions for this imputation
method. For an increasing missing rate, the p-values decrease and the gap between the observed p-
values for the Naive methods and the other imputation methods becomes bigger. At a missing rate of
10 %, the p-values for most of the imputation methods are very low, indicating major (distributional)
differences between the original and imputed values. Only for the Mice.Norm method, the p-values
remain high and stable, indicating no major differences between the distributions of the original and
the imputed data. For some variables, the observed p-values for Mice.RF are still high for 10 % missing
values, showing a higher variability than for Mice.Norm. The observed p-values for Mice.Pmm are very
similar to the values of Amelia. Both methods show higher p-values for a low missing rate but for most
considered variables, the observed p-values are low for 5% and 10 % missing values. We additionally
note a high variability for the results of missRanger in some situations.
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FIGURE 2. Pair of boxplots for the p-values of the Kolmogorov-Smirnov statistic
for selected variables of the data set using MC = 100 iterations and perm = 999
permutations. Each boxplot pair corresponds to the following missing mechanism: the
left one to the MCAR, and the right one to the MAR mechanism.

1: Amelia, 2: Mice.Norm, 3: Mice.Pmm, 4: Mice.RF, 5: Naive, 6: missRanger

Reprinted from Statistical Journal of the IAOS, Volume 37, Thurow, M., Dumpert, F., Ramosaj, B.
and Pauly, M., Imputing missings in official statistics for general tasks - our vote for distributional
accuracy, Pages 1379 — 1390, Copyright 2021, with permission from IOS Press. The publication is
available at IOS Press through http://dx.doi.org/10.3233/SJ1-210798.

B. Multivariate Analysis

In Figure 3, the maximum values for the KS statistic for the 1000 linear combinations of the variables
are displayed. The observed values do not differ much for the two missing mechanisms, but the
observed values increase with an increasing missing rate. The smallest maxima of the KS statistic can
be observed for Mice.Norm and missRanger, while the values for Mice.Norm show a lower variability
and therefore seem to be more stable. Additionally, it can be observed that the values for Mice.Norm
only increase slightly with an increasing missing rate, while for the other methods, the observed values
increase more. The worst performance can be observed for the Naive imputation. On first sight
it seems as there are no major differences between the observed values for Amelia and Mice.Pmm.
However, zooming in we see that the observed values for Mice.Pmm are slightly lower compared to the
Amelia approach. Either way, both methods perform better than Mice.RF, which performs worse than
the other random forests based imputation method (missRanger).
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FIGURE 3. Pair of boxplots for the maximum values of the Kolmogorov-Smirnov
statistic for the linear combinations using M C' = 100 iterations and B = 1000 linear
combinations. Each boxplot pair corresponds to the following missing mechanism: the
left one to the MCAR, and the right one to the MAR mechanism.

1: Amelia, 2: Mice.Norm, 3: Mice.Pmm, 4: Mice.RF, 5: Naive, 6: missRanger

VL Conclusion

1. Within an extensive simulation study, using the employee data of the structure of earnings
survey 2010 of Destatis, different imputation methods were evaluated with respect to their imputation
accuracy. Since this term is not clearly defined, several measures were used to assess imputation
accuracy. Thereby, we distinguished between measures for the univariate and multivariate imputation
accuracy.

2. In the univariate case, the NRMSE and PFC are often used to compare imputation methods.
To assess distributional accuracy, the p-values of permutation tests based on the KS statistic were
considered as well. In our analysis, we observed differences between the results for these measures and
the KS statistic. While for the NRMSE and PFC, missRanger performs best, the observed values for
the p-values for this methods, are mostly very low, which indicates discrepancies between the distri-
butions of the variables of the original and the imputed data. Imputation methods, showing a good
performance regarding the predictive accuracy, don’t necessarily perform well when the univariate dis-
tributional accuracy is of interest. When focusing on the distributional accuracy, Mice.Norm performs
best.

3. Since for some analyses, it is relevant, that the multivariate distributions between the variables
of the data are reproduced reasonably well during imputation, we also considered measures for assessing
multivariate distributional accuracy (KS statistic for linear combinations of the data). The results for



the multivariate distributional accuracy are similar to the results for the univariate analysis. In both
analyses, Mice.Norm performs best.

4. We point out that the imputation methods perform different depending on the analysis. If
it is necessary, that the (multivariate) distribution is reproduced reasonably well by an imputation
method, based on our simulation, Mice.Norm seems to be a good choice. When the goal is to achieve
a good predictive accuracy, missRanger can be used for imputation. However, if it is not known for
which analyses the data will be used, different measures for imputation accuracy should be considered
to select an appropriate imputation method.
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