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I. Introduction  
 

A. Towards our new production system 
 

1.  Statistics Netherlands is working on a new integrated uniform production system for business statistics.  

The main goals of this renewal program are more flexible output, a more agile and efficient production process, 

and facilitating more possibilities for innovations and further developments. These goals align with the need for 

more responsive output development and innovation, an efficient and future proof production processes, ready 

for all kinds of data sources, and an increasing demand for new data, against limited internal resources. Our 

current processes are not agile enough to be able to respond timely to new developments and to new user needs. 

Agility is necessary, knowing that the complexity of economic phenomena increases, among others because of 

globalization and intertwining of industries. The current chain of economic statistics is designed in particular for 

current (mainly Eurostat) requirements. With the new integrated uniform production system the current high 

production workload will be reduced, so that staff can focus more on further innovation of processes and output.  

 

2. Our innovation program started at the end of 2019 and is intended to run for five years. The program 

balances innovation, reuse of best practices and stepwise implementations. The innovations are based on the 

program principles in combination with applied methodology, that is elaborated and tested in Proofs of Concept. 

The reuse of best practices is a co-creation with business and agile IT teams in order to realize standardized 

coherent models and common tools. The implementations take place in small steps instead of a big bang. The 

visible results encourage staff and the immediate feedback contributes to continuous further improvements. 

 

B. Principles of the new production system 
 

3. In the development of the new production system, we started from the following eight principles. Fully 

implementing these principles in production for all business statistics is ongoing work that will take many years. 

 

(1) We process our input automatically and immediately up to provisional output: 

Input data from primary observations (questionnaires) and secondary sources (registers, registrations, 

web scraping and big data) are processed automatically, up to and including provisional output. This has 

a number of advantages: 

 Unnecessary manual work is avoided; 

 Provisional output is available right from the start in order to be able to manage the additional 

manual work in a top-down manner (see also principle 2); 

 Different statistics can be immediately confronted with each other for initial analyses, even if 

only little input data is available for one of these statistics. 

Note that the early compilation of aggregates and draft output for analysis requires microdata to be 

available right from the start. In the first instance, these can be imputations, for example based on t-1, 



 

                                                                                               

 

register data, or other reference data. Once a response record is available, it replaces the previous 

imputations; 

 

(2) We measure quality automatically and thus direct the manual work: 

We continuously measure quality in an automated manner. We do this in the automated process steps as 

well as in the remaining manual work, so we can focus on actions that have the highest impact on the 

improvement of quality. For example, editing first takes place as much as possible automatically, where 

score functions are automatically calculated to measure the quality. Then selective interactive editing is 

applied. The selection of units for interactive editing is controlled by the effect on the quality of the 

output. This means that only units with suspicious values and high impact are selected. Additional manual 

work takes place within the Large Case Unit for the large and very complex businesses; 

 

(3) We make our data consistent as early as possible: 

Resolving errors as early as possible ensures a streamlined and efficient process. This prevents (multiple) 

processes further down the chain from being affected by these errors and prevents earlier process steps 

having to be performed again. Also, we prevent similar process steps from being performed multiple 

times by placing them as early as possible in the process. In the pursuit of consistency, the available data 

from various statistics and other sources are therefore confronted as early as possible in the process. This 

confrontation of data takes place within clusters of related statistics. Clusters are formed on the basis of 

common characteristics such as population or theme. First, for each individual business, all available 

data within the cluster is automatically edited in conjunction where possible. Next, using selective 

interactive editing, the output requirements of the individual statistics are leading in further making the 

data consistent. An additional advantage of making data consistent at the micro level early on is that 

flexible output can be created with better quality. Further integration of the data across the clusters of 

statistics takes place later on in the process (at National Accounts); 

 

(4) We share all our data, right from the start: 

As soon as data arrives, it is immediately standardized, linked and made available to others. This concerns 

both primary data and secondary data. Availability of data is on a need-to-know basis. For example, 

everyone within a cluster of statistics only has access to all data of all statistics within that cluster. Even 

if the data trickles in, it is made available immediately. This also applies to edited microdata and the 

aggregates and provisional output composed from this. By making this data immediately available, 

different statistics can be confronted with each other at an early stage (see also principle 3); 

 

(5) We centrally manage all our (population) frames, which are the basis of our statistics: 

The (population) frames are centrally managed and made available for all units required to make our 

statistics. By central we mean in one place, but this may differ per frame. The (population) frames are 

accessible to everyone. The statistical units used for coordination are determined (limited set) and all 

incoming data is linked to those units. It can occur that data cannot be linked; 

 

(6) We have fully standardized our processes, methods, data and IT: 

This principle consists of the following parts: 

 All our processes are centrally described and coordinated in order to obtain optimal consistency; 

 The metadata of all data is centrally described and managed. In this way optimal reuse of data is 

facilitated; 

 We work with coordinated statistical units. This makes it possible to respond more flexibly to 

phenomenon-oriented output involving many data sources. Certain units are necessary for 

individual statistical requirements; these are also coordinated centrally; 

 We log all our actions and this information is also available for further process optimization; 

 

(7) Our processes, methods, data and IT are modular: 

To be able to respond flexibly to new developments, our processes, methods, data and IT are modular, 

according to the Generic Statistical Business Process Model (mainly GSBPM phases 5-Process and 6-

Analyse; https://statswiki.unece.org/display/GSBPM). An example is working with standard generic 

automatic editing modules, which are controlled by rules and can thus be quickly and flexibly adapted to 

https://statswiki.unece.org/display/GSBPM


 

                                                                                               

 

specific situations. We centrally manage and support processes, methods, data and IT, so that optimal 

reuse can be made of these building blocks; 

 

(8) We resolve manual corrections the following iteration in the standard process: 

Solutions for manual corrections that are necessary to improve quality, are incorporated in the next 

iteration in the standard process if possible, by adjusting sources, metadata, rules, parameters, 

questionnaires, and so on. This concerns, for example, frequently occurring manual corrections of data 

or inconsistencies between sources. This means we strive for a learning process. 

 

C. Contents 
 

4. The main focus of this paper is the quality indicators we use in the new production system to guide the 

top-down analysis. For this, in section II score functions are described for use in single statistics as well as for 

confrontations between statistics. Section III gives some examples of dashboards that were developed in a Proof 

of Concept, incorporating the score functions. Finally, in section IV the main conclusions follow. Note that 

automatic data editing is described in a companion paper by the same authors. 

 

II. Overview of score functions 
 

A. Score functions 
 

5. In this section quality indicators are described that guide the top-down data analysis in order to optimize 

the limited amount of manual data editing. For an overview of this topic in general, see, e.g., Granquist (1995), 

Granquist and Kovar (1997) and De Waal et al. (2011). We focus on so-called score functions that identify 

potential influential errors in the data; see also, e.g., Lawrence and McKenzie (2000). Below, the essence of score 

functions is briefly explained, limited to the score functions that we have already implemented in Proofs of 

Concept or in production. More details and other score functions are available in internal Statistics Netherlands 

papers, written in Dutch. 

 

6. Scores can relate to different levels. The score for an entire record (unit) is also called a global score, 

which in turn is made up of several local scores (Hedlin, 2008; De Waal et al., 2011). These local scores can 

concern, for example, the plausibility of the value of an individual variable within the record, the ratio or structure 

of multiple variables within the record or even a comparison of a certain core variable with another source or 

statistic. The prioritization of records for manual editing is based on the global scores. The local scores can then 

be used to quickly zoom in on the part of the record where there may be a problem. In addition, a measure can 

be derived from all the global scores of the records in an output aggregate, to indicate the expected quality of that 

aggregate. 

 

B. Local scores 
 

7. To make things a little more concrete, here is an example of a local score function 𝑠, in this case for a 

single level variable: 

𝑠𝑖,𝑗 =
𝑣𝑖∗|𝑦𝑖,𝑗−�̃�𝑖,𝑗|

|𝑌𝑗|
,    (𝑗 = 1, … , 𝐽) (1) 

with 𝑣𝑖 the sample weight of unit 𝑖 (e.g. an enterprise), 𝑦𝑖,𝑗 the observed value of variable 𝑗, �̃�𝑖,𝑗 a reference value 

for variable 𝑗 and 𝑌𝑗 an estimate for the aggregate total for variable 𝑗. This simple example demonstrates how the 

principle of a score function works. The score determines the difference between an observed value of, for 

example, turnover or personnel costs, with an expected reference value, taking the sample weight of the enterprise 

into account. This difference is divided by the total value of the variable at publication level, for example the 

Manufacturing Industry or a part thereof. This gives the relative influence of the possible error on the output. 

There are several options for determining the reference values, such as values from t-1, from another source or a 

related variable, possibly using a regression or ratio estimator or corrected with a development. Also, a robust 

representative value (for example, a median) can be taken of similar units. Note that the index 𝑗 = 1, … , 𝐽 runs 

over the local scores, not the target variables. In general, the same target variable can appear in multiple local 

scores. 

 



 

                                                                                               

 

8. Depending on the specific application, other local score functions can also be defined. For example, for 

structure variables in the Structural Business Statistics (SBS),  we use local scores of the form: 

𝑠𝑖,𝑗 =
|𝑣𝑖∗(𝑦𝑖,𝑗−�̃�𝑖,𝑗∗𝑜𝑖,𝑗)|

|𝑍𝑗|
,    (𝑗 = 1, … , 𝐽) (2) 

where 𝑜𝑖,𝑗 is the value of unit 𝑖 for a variable 𝑜𝑗 (usually total revenues for the SBS) to which the target variable 

𝑦𝑖,𝑗 (e.g. a sub-variable that is strongly correlated with total revenues) is compared. Furthermore, �̃�𝑖,𝑗 is a 

reference value for the ratio 𝑞𝑖,𝑗 = 𝑦𝑖,𝑗/𝑜𝑖,𝑗, based e.g. on a previous period or similar units. The denominator 

contains either 𝑍𝑗 = 𝑌𝑗 (for target variables with strictly positive totals), or 𝑍𝑗 = 𝑂𝑗 (for target variables for which 

a total can be ≤ 0). In this case, analysis and data editing of the variable 𝑜𝑗, should be done before analysis of the 

sub-variables 𝑦𝑖,𝑗, so that the variable 𝑜𝑗 can be regarded as fixed. 

 

9. Besides (1) and (2), more advanced local score functions can be derived, in which two or more target 

variables occur simultaneously. We used these e.g. in the SBS to deal with relationships between variables that 

are important for national accounts, such as developments of production-use ratios in constant prices, or labor 

costs per full-time equivalent (FTE). Dealing with multiple target variables required the application of Taylor 

linearization. More details are available in an internal Statistics Netherlands paper, written in Dutch. 

 

C. Global scores 
 

10. Ultimately, we want one global score per unit that is compiled from the underlying local scores, because 

when editing manually, an analyst usually treats the entire record of a unit and not just one variable. It helps that 

the local scores are always expressed as potential relative effects on the outcomes (dividing, for example, by the 

aggregate total). This means that the local scores are dimensionless and can be added up in a weighted manner 

to give a global score 𝑠𝑖 for unit 𝑖: 

𝑠𝑖(𝛼) = {
∑ (𝑤𝑗∗

𝑠𝑖,𝑗

𝑀𝑗
)

𝛼
𝐽
𝑗=1

∑ 𝑤𝑗
𝛼𝐽

𝑗=1

}

1/𝛼

. (3) 

Adjustable weights 𝑤𝑗 can be used to indicate that certain target variables, such as totals of revenue or costs, are 

more important than others (such as their details). 𝑀𝑗 is a measure for the 'maximum acceptable' relative influence 

per unit of a possible error in the target variable(s) of local scores 𝑠𝑖,𝑗 on the aggregate in the denominator and 

partly determines the influence of the local score on a global score. Larger values of 𝑀𝑗 could be assigned to local 

scores, for instance, when larger deviations from reference values are expected naturally because the underlying 

variables are more volatile. Taking such differences into account, the magnitude of the normalized local score 

𝑠𝑖,𝑗/𝑀𝑗 should have the same interpretation for all 𝑗. Values for 𝑤𝑗 and 𝑀𝑗 may be set differently for different 

output aggregates; default values are 1. The parameter 𝛼 determines the shape of the global score function. It is 

required that 𝛼 ≥ 1; usually 𝛼 = 1 (weighted average), 𝛼 = 2 (weighted Euclidean norm) or 𝛼 = ∞ (weighted 

maximum) is chosen (Hedlin, 2008). 

 

11. Similar to global scores, other composite scores can be determined for a block of related variables on a 

questionnaire, or for multiple local scores belonging to the same variable. 

 

D. Aggregate scores 
 

12. Furthermore, a summary measure is calculated based on the scores for all units that contribute to a 

particular output aggregate 𝐴. Since it is particularly interesting whether there are still (many) scores with high 

values within an aggregate, the aggregate score only counts scores above a certain threshold 𝜏𝐴. This can be done 

for local scores: 

 

𝑆𝑗,𝐴 = ∑
𝑠𝑖,𝑗

𝑀𝑗
∗ 𝐼 {

𝑠𝑖,𝑗

𝑀𝑗
≥ 𝜏𝐴}𝑖∈𝐴 ,    (𝑗 = 1, … , 𝐽), (4) 

 

and for global (or other composite) scores: 



 

                                                                                               

 

 

𝑆𝐴(𝛼) = ∑ 𝑠𝑖(𝛼) ∗ 𝐼{𝑠𝑖(𝛼) ≥ 𝜏𝐴}𝑖∈𝐴 , (5) 

 

where 𝐼{. } = 1 if the argument is true and else 𝐼{. } = 0. The specific values of the threshold can be based on 

past experience or can be determined based on e.g. sample variances or the required accuracy of the output 

aggregates. Regardless of the exact threshold value, this provides us with a simple measure that can help to 

prioritize which output aggregates still need the most attention, thus contributing to an efficient production 

process. 

 

 

E. Score functions for confrontations between statistics 
 

13. Top-down analysis will be performed not only for individual statistics, but also in an integrated manner 

for clusters of related statistics with one or more overlapping variables. This will result in more consistency across 

statistics and with national accounts and will avoid situations in which a specific event for a particular business 

is investigated for each statistic separately. With these aims in mind, we have developed particular score functions 

for top-down analysis that identify potential influential errors with respect to consistency between statistics and 

with respect to economic indicators for national accounts. As with the individual statistics, we also use local, 

global and aggregate scores for confrontations between statistics. 

 

14. For each of the (overlapping) target variables 𝑦𝑙 (𝑙 = 1, … , 𝐿) for which a confrontation between the 

statistics takes place (confrontation variable), we denote the observed values for unit 𝑖 in the different statistics 

(or other sources) as 𝑦𝑖𝑙
(1)

, … , 𝑦𝑖𝑙
(𝑃)

, with 𝑃 the number of confronted statistics. The local score function for the 

confrontation of statistic 𝑝 with statistic 𝑞 for this variable has the following form: 

 

𝑠𝑖𝑙
(𝑝,𝑞)

=
|𝑣𝑖

(𝑝)
∗(𝑦𝑖𝑙

(𝑝)
−𝑦𝑖𝑙

(𝑞)
)|

|𝑌𝑙|
,    (𝑙 = 1, … , 𝐿; 𝑝 = 1, … , 𝑃; 𝑞 = 1, … , 𝑃; 𝑞 ≠ 𝑝) (6) 

 

Here 𝑣𝑖
(𝑝)

 is the sample weight of unit 𝑖 for statistic 𝑝. The aggregate 𝑌𝑙 is a robust estimate based on the different 

aggregates for the respective target variable from the separate statistics, 𝑌𝑙
(𝑝)

= ∑ 𝑣𝑖
(𝑝)

∗ 𝑦𝑖𝑙
(𝑝)

𝑖  for 𝑝 = 1, … , 𝑃. If 

any of the statistics has been edited before, it could be used as a robust estimate. In other situations, for example, 

the median of the aggregates 𝑌𝑙,𝐺
(1)

, … , 𝑌𝑙,𝐺
(𝑃)

 could be chosen, or an adjusted estimate in which possible outliers 

have a reduced weight. For confrontations between statistics, the aggregates of the national accounts supply-use 

tables will often be chosen as the aggregation level. Note that in general 𝑠𝑖𝑙
(𝑝,𝑞)

≠ 𝑠𝑖𝑙
(𝑞,𝑝)

. Furthermore, 𝑃 can 

depend on 𝑙 and 𝑖, but this is not explicitly stated here in order not to complicate the notation unnecessarily. 

 

15. Aggregate scores for the confrontation between statistics can be derived in the same manner as in (4): 

 

𝑆𝑙,𝐴
(𝑝,𝑞)

= ∑
𝑠𝑖𝑙

(𝑝,𝑞)

𝑀
𝑙
(𝑝,𝑞) ∗ 𝐼 {

𝑠𝑖𝑙
(𝑝,𝑞)

𝑀
𝑙
(𝑝,𝑞) ≥ 𝜏𝐴}𝑖∈𝐴 ,    (𝑙 = 1, … , 𝐿; 𝑝 = 1, … , 𝑃0; 𝑞 = 1, … , 𝑃; 𝑞 ≠ 𝑝). (7) 

 

16. Similarly, several other scores can be derived, such as global scores per unit and confrontation variables 

across all statistics, global scores per unit across all confrontation variables and statistics or global scores per pair 

of statistics across all relevant variables, plus the associated aggregate scores. These we have not yet 

implemented. 

 

F. Score functions regarding population dynamics 
 

17. The business population is constantly changing: businesses are founded, change in size and composition 

and discontinue. This has consequences for economic statistics. In many statistical processes time is spent on 

population dynamics during analysis. How population dynamics are handled often differs per statistic. In a Proof 

a Concept (POC) we investigated whether it is possible to simplify the analysis of population dynamics and to 



 

                                                                                               

 

avoid duplication of work in statistics. For this, a scoring method has been developed, similar to the scores 

described above, and in addition detailed information is made available in a dashboard about unit events. When 

implemented in production, information about how population dynamics are handled in specific cases can also 

be exchanged between statistics. 

 

18. In top-down analysis there is need for a score that measures the influence of certain population dynamics 

and that can prioritize whether further attention is needed from an analyst. In the POC we have limited ourselves 

to business formations and liquidations. Extensions to other unit events will have to be investigated later. As a 

variable used to calculate the influence of such an event, we started with the number of employees per unit (𝑥𝑖,𝑡), 

because this information is available for all business units from tax data. Scores are calculated based on 

population dynamics from period t-1 to period t. A relatively simple example of a score function for population 

dynamics can be found using equation (1) with 𝑣𝑖 = 1, 𝑦𝑖 = 𝛿𝑖,𝑡,𝐴 ∗ 𝑥𝑖,𝑡, 𝑌 = 𝑋𝐴,𝑡 and �̃�𝑖 = 𝛿𝑖,𝑡−1,𝐴 ∗ 𝑥𝑖,𝑡−1 ∗

𝑋𝐴,𝑡/𝑋𝐴,𝑡−1, where 𝛿𝑖,𝑡,𝐴 indicates whether unit 𝑖 belongs to aggregate 𝐴 in time period 𝑡. More details of these 

and other scores for population dynamics are available in an internal Statistics Netherlands paper, written in 

Dutch. 

 

III. Use of score functions in top-down analysis 
 

A. Display of score functions on dashboards for top-down analysis 
 

19. The different scores described above, are displayed on dashboards for top-down analysis. Using the 

scores, and possibly other indicators like e.g. response rates, it is possible to zoom in from e.g. NACE sections 

to NACE subdivisions to unit records to suspicious variables in a record. Response and edited values of the 

variables of the different statistics are color-coded according to their respective scores (at the moment green, 

orange and red for low, medium and high scores, respectively). This enables an efficient analysis of large amounts 

of data. 

 

20. Below, some examples are given of dashboards that were developed in a Proof of Concept (POC). In this 

POC the lay-out of the dashboards is focused on the use of score functions. Other aspects may be added for 

specific implementations in production. Note that data from enterprises that belong to the Large Case Unit (top 

360 enterprise groups) are excluded in this analysis, because they are dealt with by specialized analysts. 

 

B. Examples of the use of score functions within a single statistic 
 

21. Dashboard with overview of publication aggregates (“KerncelCode”) of the annual Production Statistics 

(part of SBS), with some key variables, scores for population dynamics, global scores and composite scores for 

the different variable blocks. The displayed values are aggregate scores as defined in (4) and (5). This concerns 

data that has only been edited automatically and which no analyst has yet edited manually, hence the many red 

cells (i.e. high scores), because there are potential influential errors in almost every aggregate in that situation.  

 

 
 



 

                                                                                               

 

22. Dashboard with an overview of the units (“BE_ID”) within a publication aggregate to be analyzed. The 

colors orange and red indicate which units should be looked at by an analyst. It can also already be seen in 

which key variable and/or variable block the influential suspect values are located. 

 
 

23. Left: the editing screen for an individual unit. In this case, it can be clearly seen that the influential suspect 

values are in the Purchase Value (“Inkoopwaarde”) block. Right: same screen, but with the Purchase Value block 

unfolded. Values for t (“waarde”) and t-1 (“Waarde_tm1”) or stratum means (“Waarde_stratum”) are given for 

the underlying variables. 

 
 

C. Examples of the use of score functions across statistics 
 

24. Dashboard with an overview of influential inconsistencies between different statistics, in this case for the 

turnover variable for an aggregate that is also used in the national accounts supply-use tables. Statistics that are 

compared for the turnover variable are the annual Production Statistics (“PS”, part of SBS), Statistics of Finances 

of Enterprises (for large units based on a survey: “SFGO”; for smaller units based on tax information: “SFKO”) 

and Short Term Statistics (survey: “KICR”, tax information: “DRT”). Other variables are also compared with the 

PRODCOM and the Employment and Wages Statistics (“SWL”). 



 

                                                                                               

 

 
 

 

25. Overview of the underlying units of the two suspicious red cells from the previous dashboard, both 

related to a large inconsistency between PS and SFGO for the turnover variable. This shows which units are 

causing the inconsistency. The green colors at “PS.Totale_Omzet_2” indicate that there is no suspicious 

development in any unit relative to t-1, if you look purely at the PS. Clicking on the red cell for the unit with a 

large individual inconsistency between PS and SFGO, gives more detailed information in the underlying editing 

dashboards as shown before. 

 

 
 

 



 

                                                                                               

 

D. Examples of the use of more complex score functions, e.g. for national accounts 
 

26. Dashboard with an overview of indicators for national accounts, based on SBS variables. Aggregates are 

used that are relevant for national accounts. The four yellow indicated variables have the focus, from top to 

bottom: developments of value added, production-use ratio, value added per FTE, all in constant prices, and labor 

costs per FTE. Analysts can estimate whether the values deviate from what was expected and then investigate 

the underlying units that contribute most to suspicious values according to a score function. In this way, analysts 

gain insight into the consequences for national accounts before completing the analysis of the SBS and have the 

opportunity to correct values of influential suspect units. 

 

 
 

 

E. Implementations and future developments 
 

27. Over the past two years, we have tested and refined the above ideas in POC’s. Most of the developed 

scores are implemented in generalized  R-modules and can technically be offered to the different agile teams 

within Statistics Netherlands as a web service to be used in top-down analysis. The scores can be tailored to the 

various statistics by means of rules. For a limited number of individual statistics, the scores have been 

implemented and are already being applied in practice. Sometimes this is done by showing the scores in existing 

dashboards of the statistics and in case the statistics are redesigned, the new dashboards are used. Experiences to 

date show that the new scores allow analysts to work in a more targeted way than before. 

 

28. Later this year we will start a pilot regarding the top-down analysis of inconsistencies between statistics. 

We plan to apply the methods described above, especially the score functions across statistics, on live production 

data during the regular analysis of the statistics concerned. In this way we can also gain experience with new 

roles that are necessary for this new way of working. For example, we will experiment with specialized analysts 



 

                                                                                               

 

who focus on the inconsistencies between statistics and learn how these analysts can best work together with the 

regular analysts of the individual statistics. 

 

IV. Conclusions 
 

29. Statistics Netherlands is working on a new integrated uniform production system for business statistics. 

The main goals of this renewal program are more flexible output, a more agile and efficient production process, 

and facilitating more possibilities for innovations and further developments. Important aspects of the new 

production system are generalized modular building blocks with customizable settings (also reducing IT legacy 

burden) and the use of quality indicators to guide the top-down data analysis and to optimize the limited amount 

of manual data editing (in addition to automatic data editing). Top-down analysis will be performed not only for 

individual statistics, but also in an integrated manner for clusters of related statistics. This will result in more 

consistency across statistics and with national accounts and will avoid situations in which a specific event for a 

particular business is investigated for each statistic separately. With these aims in mind, we have developed 

particular score functions for top-down analysis that identify potentially influential errors with respect to 

consistency between statistics and with respect to economic indicators for national accounts. In order to further 

develop our ideas and to test them on realistic data, we have recently conducted a number of Proofs of Concept. 

In addition, we have already implemented some of the results on quality indicators and top-down analysis in a 

number of statistics. In the near future we will continue these stepwise developments and implementations and 

working in an agile manner, we will keep learning from each further step. 
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