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| INTRODUCTION

1 The focus is on metadata standards and tools for delivery of evidence-based knowledge to support
policy development, program management and accountability in government. The emphasis is on standards
for end-user data and information products, and especially for microdata and associated aggregates. The
paper discusses the Data Documentation Initiative (DDI) standard and tools, methods that have been
developing from the 1960s in university data archives and libraries to serve research and teaching needs, and
describes how they have been adapted and extended in the DAIS|nesstar system for users and producers of
official statistics in government. It demonstrates metadata management and dissemination tools for finding,
exchanging, accessing, combining, and analyzing data and information across organizations on the Web. The
need for metadata standardization at the data item level is emphasized, as is linking with associated
information and knowledge products that standardization at the data item level enables. The DDI XML DTD
is demonstrated as a workable standard that is available now for improved pay off and delivery from national
and international statistical systems. The importance for return on investment in national statistical offices
(NSOs) is discussed. Linkages to ISO 11179 and its Corporate Metadata Repository (CMR) statistical
extension in the form of semantic mappings and conceptual models are introduced, as are relationships to the
SDMX initiative.

2 In keeping with the work program of the meeting, the paper focuses on the following substantive
topics, with emphasis on interchange:
(1) Functions of metadata in statistical production;

(i1) Metadata interchange;
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(iiil)  Metadata models and terminology;
(iv) Use of metadata for searching and finding statistical data in websites and portals.

11 The DDI - Statistical metadata for end-user research and analysis
3 The Data Documentation Initiative (DDI) was discussed in detail for METIS by Ryssevik in 1999. A

description of the standard, its history, results of recent meetings, and the new DDI Alliance is available at
http://www.icpsr.umich.edu/DDI/. The following provides a brief summary, update and analysis.

4 Summary The DDI is a recent standard for statistical metadata formulated by the Data
Documentation Initiative, a committee of experts from the international data archive and library community
and, at various times, several statistical agencies. Expressed as an XML DTD, it represents machine-readable
data documentation (metadata) requirements as seen by data archivists and managers, research support staff
and analysts who provide data services in universities and to some extent government. It has emerged from
this data community’s longstanding concerns for documentation to support effective access, use,
management and preservation of statistical data resources for research and teaching.

5 Background The DDI was conceived during the meetings of the International Association for Social
Science Information Service and Technology (IASSIST) which took place at the Universities of Edinburgh
in 1993 and California at Berkeley in 1994, and initiated under the leadership of the Inter University
Consortium for Political and Social Research (ICPSR) following TASSIST 1995 in Quebec City. Version 1,
which provides a standard for microdata was developed by means of a series of meetings, including a full
beta test, which took place from 1995 to 2000 through the support of ICPSR, with grants from the National
Science Foundation (NSF). When the NSF grants ran out, bridge funding was provided by Health Canada’s
DAIS|nesstar project, making possible the development of Version 2 which was released in July 2003; it
incorporates extensions for aggregate data and key elements of geography.

6 DDI Alliance and Current Work Program The DDI Committee was recently replaced by the
Alliance for the DDI, whose members join in on a fee basis to continue the refinement, development and
promulgation of the standard. Its first meeting took place at the University of Michigan in October 2003, and
was attended by 30 stakeholders. The ensuing work program includes further refinements to the Version 2
extensions for aggregate tabular data and geography, the development of XML schema and conceptual data
model representations, harmonization with ISO 11179 and its statistical extensions, outreach to new areas
especially data producers and other standards developers, and establishment of a stable funding base. As the
DDI’s standards for micro and aggregate data mature to cover time series data, there is an interest in
harmonization with SDMX.

7 Evaluation of the DDI Since its first release in March 2000, the DDI XML DTD has achieved
rapid take up amongst the data library and archive community as a means for exchanging metadata that
describes survey, census, administrative microdata, and more recently aggregate data from official statistics
organizations. At the request of the National Science Foundation, ICPSR conducted an external evaluation of
the DDI over the period 1997-2000. The evaluators were Daniel Greenstein, Director, Digital Libraries
Federation; James Jacobs, Data Services Librarian, University of California, San Diego; Tom W. Smith,
Director, U. S. General Social Survey and Stuart Weibel, Director, Dublin Core Metadata Initiative.

8 ‘The evaluators were struck by how quickly the activity had moved forward in comparison with
other standards-setting projects, and were impressed by the enthusiastic buy-in that has taken place and the
investments of the many stakeholders in the DDI.” (NSF Report, 2001) ‘Perhaps the most important impact
of ... the DDI effort is that the data will be far easier to process, analyse and compare, greatly increasing the
impact of the funds spent on creating the data initially, and creating new opportunities to use the data
productively. Without efforts such as this, such use is limited by the costly effort of hand-crafted analysis.’
(Weibel, 2001) The success of the DDI can be attributed in part to the following factors.

e Results-based approach The DDI was conceived in practical terms as a simple, purpose-based
standard, thereby enabling its basic elements to be formulated and implemented rapidly. The goal was to
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implement a modern, machine-readable data documentation and exchange standard for use by data
producers, managers, and research organizations, and especially to eliminate the enormous duplication of
effort which must take place for common data sources to be used effectively in different processing and
support environments.

Metadata as a means to an end - data dissemination, access and use The DDI grew from a strong
tradition of data sharing and exchange for secondary analysis. It was influenced by and benefited from
the OSIRIS codebook, itself a de facto standard for machine readable data documentation that had been
used for disseminating data to libraries and archives world wide by ICPSR from the mid 1960s; the
efforts of Roistacher (1978) to define a style manual for machine readable data dictionaries; the generic
data dictionary and codebook implemented in a simple relational structure in the Data Dictionary
Management System (DDMS) by Health Canada in the 1980s (Bradley et al, 1991); and the CASES
computer assisted interviewing system and its companion Survey Data Analysis (SDA) package from
UC Berkeley. The result was a generic data dictionary composed of descriptors which can be used to
generate programs in the languages of most statistical data processing packages, enhanced with elements
at both the data item and data set/study description level that are needed by people to make sensible use
of the described data elements.

Built on previous standards In a very basic sense, the goal was to move previous de facto standards,
such as the OSIRIS unit record machine readable codebook and the DDMS pseudo relational DBF
structure, forward into the world of modern text-oriented data base schema. The objective was to create a
document type definition (DTD) in accordance with the ISO Standard Generalized Markup Language
(SGML).

Focus on semantic structures first, data models later The Committee therefore focused on the
elements of data documentation to be included in the standard, their meaning, and their logical
structures, data types and inter-relationships in the form of a DTD representation. No thought was given
to a data model representation - indeed the view was that a data model such as that embodied in the
DDMS system was outmoded, and inappropriate for metadata which, after all, is primarily text. In fact a
portion of the new standard, as well as the Committee’s first SGML programmers, was borrowed from
the Text Encoding Initiative (TEI), a humanities computing undertaking to mark up key works of
literature (http://helmer.aksis.uib.no/humdata/hd90-3/hd390lou.htm). As a result the DDI has been
largely intuitive to most data professionals, many of whom were soon marking up data documentation
directly, without the benefit of specialized software tools or programmer intervention. A data model
would not have been intuitive for those whose job it is to populate the metabase.

Sensible approach to the data food chain At its first meeting in Quebec City, 1995, the Committee
decided to begin by focusing on the key metadata requirements for survey microdata, leaving aside
aggregate and time series data, which would be addressed later. Since time series are often constructed
from aggregates, and aggregates in turn are usually based on observations at microdata level, it seemed
to make sense to build the standard from the bottom up - that is to start by focusing on the metadata for
what had been counted in the first place, before dealing with the counts themselves or with counts or
other standard aggregates that occur over time with a common periodicity. Indeed, some argued that to
start standardization efforts at the macro data level would be to risk making errors of specification, since
the underlying requirements for metadata at the micro data level might not have been sufficiently
formulated.

Focus on plumbing, not content The focus of the DDI was entirely on the descriptors to be used, and
their structure (the ‘plumbing’); there was no concern with standardizing the content that would flow
through the pipes, nor how that content should be classified. The latter are far more difficult tasks,
perhaps impossible given the range of data resources and producers to which the work was intended to
apply. The strategy was to make the metadata observable in a standardized way first - the standardization
of concepts, content and ways to classify it would emerge later in ways that made sense from the
observed content for the application at hand.

Staged approach in manageable steps Neither was the Committee concerned with perfection. More
difficult issues, such as methods for handling complex files, or how to deal with the complicated skip
logic structures that can occur in some computer assisted surveys, were, like the problem of describing
aggregate and time-series data, set aside for later. The first goal was to handle simple micro datasets in
flat file format, since the most statistical datasets are in this form.

User visibility, testing and feedback The result was that by the 1996 meeting of IASSIST - one year
after the initiative began - the core of the standard, expressed as an SGML DTD, was in place. The



Committee was able to present the DTD to professional groups and potential users, who were able to try
it out using standard SGML tools and provide feedback. Moreover it was a simple matter to convert the
DTD to XML almost immediately after the initial formulation of XML by W3C in 1997, thereby
increasing the momentum amongst the user community. Further honing was carried out; a tag library
manual prepared, and a comprehensive beta test was conducted by many organizations in North America
and Europe.

III Development of DDI support and exploitation tools

9 Standards are of little practical value without tools and systems to support and exploit them. The
success of the DDI is in no small part due to the fact that it emerged from a strong, tool-based environment
that had already engendered a base of easily adaptable machine-readable metadata. In addition, modern web-
based tools emerged quickly.

10 Tools that preceded the DDI were the codebook creation and management elements of the OSIRIS
data processing system developed by ICPSR beginning in the late 1960s, and still used by ICPSR to transfer
data documentation to its members; and the Data Documentation Management System (DDMS) and its
companion Data and Information Sharing system (DAIS) used by Health Canada from the mid 1980s, to
provide access to data and information resources through standardized metadata. The key tool that followed
the DDI was the Nesstar system, and more recently the DAIS|nesstar suite that has emerged as a result of
collaboration between Nesstar Ltd. and Health Canada. The following paragraphs summarize.

11 OSIRIS In use from 1967, ICPSR’s Organized Set of Integrated Routines for Investigation with
Statistics (Barje and Marks, 1973) was the world’s first integrated statistical package (ISP), whereby
different statistical routines operate from a common data dictionary and dataset structure and make use of
common data management, manipulation and transformation functions. OSIRIS’ metadata, however, went
well beyond the requirements for machine processing to include elements needed by users to exchange and
make intelligent secondary use of data. OSIRIS codebook elements included file descriptors and unit-record
characteristics, question text, interpretative notes and information about the provenance and methodology
associated with the data.

12 Although the statistical aspects of the OSIRIS system were superseded for most users by SPSS and
SAS in the 1970s, both of which made use of OSIRIS data dictionary elements in their integrated metadata
components, the OSIRIS Codebook continued to be used by ICPSR to transfer machine-readable data
documentation to its member institutions. As such the OSIRIS Codebook became a de facto though
increasingly outmoded standard for metadata interchange within this community. Early versions of SPSS
included a facility for reading OSIRIS codebooks, and efforts were made to define and promote an OSIRIS
Codebook-based data interchange file that would be read and written by the growing number of ISPs
(Roistacher, 1976).

13 DDMS/DAIS Development of the DDMS/DAIS model and system (Bradley et al, 1994) began in
the 1980s during the early stages of the micro-computer revolution as a means for creating and managing a
standardized database of metadata through which data resources could be exchanged and accessed via
networks at the desktop. The work was strongly influenced by the OSIRIS standard and the data interchange
efforts of Roistacher (1976), but adapted these to the data and information requirements of users of official
statistics data in a large government organization.



¥ DDMS Functional Model
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Figure 1 Original functional model for DDMS system, 1986

14 First to be created was The Data Documentation Management System (DDMS) (Bradley et al,
1990), a PC-based tool for creating, managing and transporting data dictionaries and documentation between
statistical packages and users. Although the software implementation eventually became outdated, in the
view of some the functional model for DDMS, depicted in Figure 1, ‘remains valid today’ (Bargmeyer,
2000). The first version of DDMS went into production in 1986, and the system has been used to document
all health and social policy microdata of interest to Health Canada from the late 1970s through 2003, when
the DdiMS software discussed below replaced it.

15 One of the purposes of DDMS was to reduce duplication of effort in metadata creation by enabling
metadata to be exchanged and shared, and ideally to be created once and properly at source for dissemination
with the data by data producers. To these ends DDMS was used by the Canadian Association of Research
Libraries to create shareable metadata for Canadian census data, and by the federal-provincial Canadian
Heart Health Initiative to describe and integrate provincial surveys. It was used also at various times by
Health Canada’s key data suppliers, including the Census of Canada, Statistics Canada’s General Social
Survey and Post Censal Survey programs, and private sector services such as the Canada Health Monitor.

16 As the standardized DDMS metabase grew to include more surveys, and as the local area networking
technology in Health Canada matured to link more desktops, planning and promotion of both metadata
standardization and a client server application to provide desktop access to the Department’s data treasures
proceeded. A prototype Data and Information Sharing (DAIS) client was prepared for demonstration
purposes, and the DDMS/DAIS model articulated (Bradley et al, 1994 part 2). The prototype included a
demonstration of what proved to be the key requirement for obtaining support for metadata standards
activities in this environment - a focus on the role of metadata in the acquisition, management and delivery
of knowledge for policy decision-making. We learned that metadata standardization is just as important for
knowledge delivery and payoff in policy environments as it is for statistical production or exchange in NSOs
or international agencies.



17 The DDMS/DALIS system is therefore based on the ‘premise that the goal of statistical activities is
the creation and exploitation of evidence-based knowledge. That is, that statistical data and information are
of little value until they result in knowledge, and, indeed, until that knowledge contributes to a decision or
action that adds value or recognized improvement in the domain of application.” (Bradley et al, 2003) In
order to maximise payoffs from expenditures on statistical information, statistical agencies, and especially
metadata specialists, need to understand how statistical data are transformed into information and
knowledge, and adopt practices that facilitate such transformations.
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Figure 2 DAIS knowledge acquisition model

18 The knowledge acquisition model, Figure 2, is a discussion tool for helping to develop and refine
such an understanding, and for guiding our thinking about how DALIS should function. It was devised by
Alexander (1990), then extended and elaborated by Bradley et al (1994), and Bradley and Silins (1995). The
inverted pyramid depicts the vast store of data resources at the base, and the selection and filtering processes
that take place as data are converted to information, and information to knowledge. Knowledge is a highly
individuated commodity - so also the supporting evidence, which is why custom analyses from microdata are
so important. Workers need to have easy access to the pyramid from any level, depending upon their
requirements, orientation and skills. No matter the level of entry, more often than not the data and
information resources needed are in the custody of other organizations, and when access is achieved the
analysis and transformation processes are highly iterative, requiring ‘drill-down’ to data, or ‘drill-up’ to
information or knowledge. The key functional requirements are therefore the ability to move in all directions
in the pyramid as rapidly as possible, and especially to be able to do custom analyses from micro data, fully
linked with previous value added in the form of information (tables, analyses, time-series, indicators) and
knowledge (reports, fact sheets, publications).

19 NESSTAR The rapid formulation of an initial DTD by the DDI Committee enabled a group
consisting of the Danish Data Archive, the UK Data Archive, and the Norwegian Social Science Data
Service (NSD) to obtain funding to create supporting software tools and services. Building on the integrated
data catalogue activity of the Council of European Social Science Data Archives (CESSDA) in 1995, and



under the auspices of the Telematics Applications Programme, an activity under DGXIII of the European
Commission’s 4th Framework Programme, the Networked Social Science Tools and Resources (NESSTAR)
Project came into being for a two year period in January 1998. The result was that by the time Version 1 of
the DDI was ready for release in 2000, there was already a set of tools to support the creation of DDI XML
instances and demonstrate the power of such standardization in a distributed server environment across the
web. Nesstar’s funding was extended for a further two year period to move the work forward from micro
data into the realms of aggregate and time-series data.

20 Nesstar’s system architecture, as depicted in a presentation by Bradley, Musgrave and Ryssevik in
2001, is shown below. The distributed server technology included 1) an XML search engine licensed from a
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California university by means of which DDI descriptors at the study (dataset) level could be searched across
the web 2) a browsing capability at the dataset and variable level whereby the detailed contents of each
dataset could then be ascertained via its DDI descriptors 3) an access control unit (ACU) through which the
server administrator could control access via password control depending on the permissions granted to the
user by the local data authority 4) a web version of NSD’s powerful NSDStat statistical engine, by means of
which simple tabular, regression and other analyses could be performed and visualized across the web from
data housed on remote servers by those having permission to do so 5) NSDStat’s capabilities for exporting
data in various popular statistical formats, by means of which selected subsets of data could be downloaded
across the web to the local workstation for detailed analysis, again by those having the appropriate
permission from the originating data authority.
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21 Included also were various utilities for 1) capturing the available metadata from existing data sets in
SPSS and NSDStat format 2) adding additional DDI fields such as question text at the variable level and
study descriptors at the data set level 3) creating and editing DDI XML instances 4) adding DDI-specified
descriptive statistics via the NSD statistical engine, and 5) ‘publishing’ the metadata and data to Nesstar
servers. The client software consisted of a large java application (the Nesstar Explorer) and a light, server-
based version operable via a java-enabled web browser. And all of this impressively demonstrable across
several data archive sites on the web by the time the first version of the DDI DTD was officially released in
March 2000!



22 DAIS|nesstar By March 2000 the DAIS client was installed on several hundred desktops across
Health Canada, and providing access to the thousands of data items and questions that had resulted from the
more than $1B in data investments in the health and social policy domain in Canada since the 1970s.
Reflecting the knowledge acquisition model displayed in Fig. 2, the data were fully linked through their
standardized metadata with associated tables, reports and indicators. The underlying systems, metadata and
standardization work was by this time being supported by the Department’s new Applied Research and
Analysis Directorate, as a key element of a program to improve accountability and the use of evidence
throughout the Department, as well as the health system as a whole. There was now strong support for
metadata standards and standardization, and funding was available to prepare a more modern, sustainable
version of the software, one that exploited the capabilities of the web.

23 With support available to move the DAIS application to the web, it made sense that the
DDMS/DALIS and Nesstar projects should join forces. There had already been considerable cross-
fertilisation. The prototype versions of DDMS and DAIS, along with associated metadata standardization
and creation issues, had been the subject of an extended visit by the author to the UK Data Archive in 1993,
when much of the 1994 ‘Metadata Matters’ papers had been drafted, and the notion of an SGML
implementation articulated (Musgrave, 1993). Collaboration of a professional nature had continued,
especially in the context of the ensuing standards development activities, and the latest version of DAIS in
Health Canada was benefiting from the use of the NSD statistical engine.

24 Moreover, the new Nesstar system very closely resembled DDMS/DAIS and already provided
DAIS’ basic functions in the web environment. Nesstar’s distributed web server technology was fully
consistent with the DAIS vision (Bradley et al 1994), which, it was believed, would be ideal for serving the
distributed data and information sharing requirements of large government organizations in a multi-
jurisdictional federal state. Given the desirability of facilitating evidence-based decision-making throughout
the whole health system, where there are many knowledge-intensive actors at all levels from local and
regional through international, the existing distributed server technology seemed to provide an excellent
starting point.

25 The difference was that DAIS’ capabilities were much more extensive in ways that had been proven
to be necessary for use in the applied research, official statistics, program management and policy milieu of
Health Canada. Where Nesstar had been designed mostly with the needs of the academic community in
mind, DAIS brought the requirements and methods of this official statistics and policy community to the
table.

26 Health Canada had also foreseen the need for an independent, self-supporting infrastructure to
support the tools and help to govern data and information access, operational standardization and web
services across servers and organizations. (Bradley et al, 1994), and the Nesstar project had in mind the
possibility of becoming a self-supporting commercial entity. Bearing in mind as well the historically fragile
nature of metadata standards endeavours and the investment in tools and infrastructure required to make such
standardization a reality, it made sense from a governance perspective not to facilitate the development of
competing solutions, but rather to strengthen and build on what was there already.

27 The DAIS|nesstar project was initiated in January 2001. A demonstration version using the existing

Nesstar server was implemented during the first three months, and then both client and server were re-

engineered to incorporate the DAIS modifications needed to make the tools tractable in the environment of a

large government department. These included:

e Development of DdiMS, the fully integrated metadata management tool for the DDI based on the DDMS
functional model and fifteen years of operational metadata standardization experience and refinements

¢ FElimination of statistics that are usually invalid for official statistical data

e Addition of security (secure socket layer encoding) equivalent to electronic banking

e Addition of information (‘tables”) and knowledge (‘fact sheets”) products as shared objects in the system,
as outlined in Figure 2. Metadata for these are based on the Dublin Core

e Elimination of long, unstructured browse lists, which were replaced with DAIS’ telescoping lists

e Addition of a shared ‘group’ object for structuring purposes (Figure 2), such that results from browsing
or searching can be refined, saved and retrieved for future use



e Customizable four panel display to help users simplify the multiple-windows situations that typically
arise in knowledge development applications involving data and information resources from multiple
sources

e Ability to search for any or all objects — fact sheets, tables, data sets, variables — and to save and refine
search results for further use as one or more ‘groups’ or private lists

e Re-engineering of server to incorporate a relational database structure and engine, needed to effect most
DALIS extensions

e Ability to ‘drill-down’ through the pyramid, from knowledge products to underlying aggregates and
micro data, to permit fast re-analysis from the perspective of different assumptions, definitions or needs

e Ability to ‘drill-up’ from a data item or dataset to the tables, reports and publications produced from it

e Extended access control capabilities, for example to permit viewing of metadata for proprietary research
reports while restricting access to the reports themselves, or restricting access to proprietary metadata
fields such as question text and frequencies for private sector surveys

e Generation, graphical exploration, saving and retrieval of multidimensional cubes according to the DDI
aggregate data standard

e Ability to access published tables in Excel, PDF or Beyond 2020 web server or browser format. In
addition to DDI cubes, other publication formats, such as Supercross or PC-Axis can be added as needed

e A ‘compare’ tool to assist in building groups of comparable variables across surveys based on an
examination of key metadata fields, with capabilities for recoding and selecting subsets of cases as
needed

e A wizard for displaying univariate trends or time series based on comparable variables across different
surveys over time, or to carry out comparative analyses for different subpopulations or geographies

e Automated tabulation of trends or time series using comparable independent variables across different
data sets, or across subpopulations or geographies, with visual exploration of resulting cubes or maps

28 The following sections introduce and demonstrate DDI and DAIS|nesstar capabilities which pertain
to the meeting’s work program.

v Metadata Interchange

29 Figure 9, Section V, shows a small portion of DAIS|nesstar’s DdiMS process for creating an XML-
tagged documentation interchange database file (Figure 1) as a text database that is compliant with the DDI
DTD. The XML file can then be exchanged physically for direct manipulation as text by knowledgeable
users, or for processing by software programmed to read XML structured according to this DTD, such as
DdiMS and DAIS|nesstar clients. Figures 4, 5 and 6 provide views of the documentation contained in DDI
instances, as provided by the DAIS|nesstar Knowledge Maker (KM) client for browsing purposes.

30 The left-hand panel of Figure 4 shows some of the demonstration servers that are presently
accessible through DAIS|nesstar clients. The Health Canada and UK Economic and Social Data Service
servers have been expanded to show their top-level browse lists, while the right hand pane shows the web
home page for the server highlighted.

31 Figure 5 shows browsing at the data set level. The DDI summary descriptors for the highlighted
dataset (or what academic data librarians call ‘study description’) are available through tabs in the lower
right panel, as prepared by DDI-knowledgeable server support staff. The detailed documentation provided
with the data set by the data supplier can be expanded for reference purposes through the upper right panel.

32 In Figure 6 the codebook containing the data item descriptions for this survey has been expanded,
and the metadata for the question on self reported health status is being examined. A summary table and
chart showing question text and useful univariate statistics forms the default display, and other DDI
descriptors are available through the various tabs.
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Figure 5 Browsing metadata at the data set level. DDI descriptors are viewed through summary tabs in
lower right panel, while detailed source documentation is in the upper panel
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Figure 6 Metadata browsing at the data item (variable) level
\% Functions of Metadata in Statistical Production

33 There are two areas of production where DDI standardization makes significant contributions — in
the planning and management of data expenditures and production and delivery of knowledge.

34 Planning and management The information planning and management process is critical for
helping to assure that the enormous sums allocated to NSOs are used efficiently to assure maximal policy
effectiveness. Health Canada’s metabase, standardized across most of the surveys of relevance to the
Department since the 1970s, is invaluable as a planning tool. For those at senior levels, being able to
ascertain quickly at the desktop whether a question has been asked, where, what the results were, and
how it has been used, is invaluable. At working levels the more detailed applications have included 1)
ascertaining information gaps 2) identifying duplication 3) comparing the results of and making
instrumentation decisions concerning different question wordings 4) helping to assure comparability of
measures across collections, and 5) helping to decide whether, how often and when to ask a question.

35 Of special use has been DDMS’ capability for producing inventories of questions that have been
asked on various topics or target groups over the 30-year period, including the associated data items,
results and research reports. Topical inventories are extraordinarily useful to program managers and
subject matter specialists, who are then able to make solid recommendations for further data collection
and analytical investments in their areas.

36 Information co-ordination specialists are able routinely to search for, develop and print groups of
questions on topics or concepts that are being considered in survey planning processes. Given the
limitations on space in surveys, and the competition among topics, the ability to show whether a question
has been used or not in research reports (as in Figure 7) can be very useful in assessing value and
tradeoffs.

37 Knowledge Production A typical knowledge development paradigm is illustrated below. Policy
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workers often prefer to start with the existing information or knowledge base, hopefully vetted, which can
then be refined with confidence to provide information that relates to their needs. In Figure 6, Section IV
above, the user had found and examined a variable of interest, ‘self reported health status’, but then right
clicked and chosen “Get Factsheets’ to produce the list of research reports and publications that have
employed this variable, shown in Figure 7.

38 In Figure 7 the user is examining reports that show analyses which use the variable of interest.
Perhaps there is a meeting with counterparts in the labour component of the Human Resources
Department later in the day, and a quick chart demonstrating the relationship between being employed
and health status, ideally in an international context, will be helpful. A report is found that presents health
status indicators in an international context, but not by employment status. So in Figure 8, below, the
analyst has found and dragged the ‘job status’ and gender variables from the codebook to the action
window, lower left panel, and requested the analysis shown, in which health status is the dependent
variable, job status the independent variable, and gender a control variable. The chart is displayed full
screen and cut and pasted for the meeting.

\Y DDI Metadata in Statistical Production Processes

39 The DDI applies only to the final stages of data production, when data are being prepared for
internal analysis or for release to the general public or clients. The DAIS|nesstar DDI Management System
(DdiMS), which has been designed following the general functional model in Figure 1, is provided to assist
in entering or capturing, editing, managing, printing and exchanging metadata in the DDI XML format.
DdiMS is also used to bind data and metadata for publishing in the NSD statistical format used in Nesstar or
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Figure 9 Main variable entry and editing screen in DdiMS showing statistics selection

DAIS|nesstar servers, and for exporting data in the internal formats of popular statistical packages, such as
SPSS, SAS and Stata. The main data item entry and editing screen is shown in Figure 9.
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40 The DDI has not been concerned with the many other uses for metadata in the statistical data
production processes. If your agency already has effective standardization disciplines in place across all its
programs, it should be a simple matter to map the metadata from internal management systems to the DDI,
and then prepare software to generate the XML instances. As discussed below, if your agency has not
implemented such disciplines, the author and others (Bradley et al, 2003) recommend that you begin
immediately to adapt ISO 11179 (http://metadata-stds.org) and its Corporate Metadata Repository (CMR)
(Gillman, 2001) statistical extensions for use in your organisation.

\% But we are not permitted to provide access to micro data — only macro data

41 All the more reason to develop and provide access to standardized metadata, where possible, for the
microdata upon which the aggregates are based! As discussed in paragraphs 18 and 19, in order to achieve
better payoff from the huge investments they make in data, NSOs need to take steps to maximize and deliver
the resulting knowledge. Pre-formed aggregates are helpful, but can never provide the customized evidence
that is needed to support the countless decisions that are made every day, throughout all the domains of
intervention to which the investment should contribute. The fundamental requirement for knowledge
producers, and others who advise on policy decisions, is to be able to interact directly with micro data in a
hands-on manner, to perform custom analyses within tight time frames. Alternatively, when the requisite
micro data are inaccessible, analysts need to have access to excellent metadata so that they can specify
analyses for production on a fast and responsive basis by those who do have the access.

42 Moreover, a great deal of the process of having custom analyses produced behind the firewall can be
automated. The generic data dictionary inherent in the DDI, for example, means that systems like
DAIS|nesstar can generate the code for analyses by SPSS, SAS, Stata or other packages. The code can then
be submitted automatically for running behind the firewall with the intervention of NSO staff. In the first
instance, however, the micro data simply need to be made known through metadata so that users can
understand what is there and formulate requests based on their knowledge requirements (Nordbotten, 1993).
No NSO can ever anticipate, understand and generate all the analyses that are possible, and that will be
needed in the future.

VI Metadata Models and Terminology

43 The DDI’s semantic structure and content are described in a tag library manual that is available
for downloading from the DDI website at http://www.icpsr.umich.edu/DDI/. Given the importance of
ISO/IEC 11179 as the only formally balloted international standard for metadata, the work of Gillman
(2001) and colleagues at the U.S. Bureau of the Census in developing the CMR extension for statistical
metadata, the take up of 11179 and CMR by other agencies such as Statistics Canada, and the importance
to users of having DDI instances produced with data at source, a subcommittee of the DDI, including
members of the DAIS|nesstar project, carried out extensive semantic mapping of the DDI, ISO 11179,
CMR, and the DDMS/DAIS metadata model. The detailed results of the exercise, which was completed
by DAIS|nesstar project staff and vetted by Gillman and Green of the DDI Committee, are available from
ICPSR or the author. As with many of the papers cited here, they are also available via DAIS|nesstar at
http://DAlISnestar.ca/daislight/index.jsp under Factsheets/About DAIS/Background papers.

44 The mappings showed an excellent fit between the DDI and CMR. A NSO using CMR should
have no problem generating DDI instances from internal systems, provided care is taken to ensure that the
adaptation of CMR used includes the DDI fields.

45 The mappings between DDI and ISO 11179 were less congruent, reflecting fundamental
differences in objective and approach in the development of the respective standards (Ryssevik et al,
2003). With the collaboration of Gillman, the DAIS|nesstar project has developed an approach to
harmonization and a proposed extension to DDI that would enable key elements of 11179 to be captured
along with the CMR elements. The extension would strengthen the administration aspects of the DDI as


http://www.icpsr.umich.edu/DDI/
http://daisnestar.ca/daislight/index.jsp
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well as its ability to represent concepts (Ryssevik et al, 2003), (Bradley, Colquhoun and Ryssevik, 2003),
two areas in which ISO 11179 is strong and the DDI is weak. The harmonization would be achieved via
extensions to a data model representation for the DDI, such as one developed for the DAIS|nesstar project
by Hassan and Glover (2001). The development of a formal data model for the DDI, and harmonization
with ISO 11179, are now part of the work plan for the DDI Alliance.

VII

46

Searching For, Finding and Using Statistical data in Websites

DDI standardisation, coupled with the distributed web server technology devised by Nesstar and

extended in the DAIS|nesstar project, enables integrated searches for data items, data sets, tables, fact sheets
and research reports. We illustrate with a search at the data item level below. Following the interest in the
relationship between health and employment status above, let’s suppose that the analyst now wants to extend
the indicators in the report in Figure 7 to show trends in employment status and health status in the UK and
Canadian populations over time. Figures 10 and 11 show a search for employment status variables in the
Canadian Survey of Consumer Finances, a regular annual supplement to the Canadian Labour Force Survey
that took place from 1972 to 1997, and in the UK Quarterly Labour Force Survey data sets that are available
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Figure 12 Creating a trend from the Canadian Survey of Consumer Finance hits
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Figure 13 Displaying the trend

on the UK Economic and Social Data Service server. Figure 10 shows a portion of the search
specification, while in Figure 11 the results of the search are being examined.

47 In Figure 12 the search results from the Canadian server have been placed in the comparison and
trend tool. This new facility enables variables from different surveys to be examined on selected metadata
fields to determine if measures should be comparable. It also allows code structures and population
coverage to be harmonized where possible.

48 The comparable variables are then tabulated across surveys and a cube created to enable the
display of trends, or of comparative analyses across subpopulations or geographies. Figure 13 shows the
resulting trend, in this case almost a time series, from each of the annual SCF datasets. This development
work is being carried out by the Norwegian team, which is also working on the ability to employ
comparable control variables in the tabulation for each survey.

49 Hicks (1995) stressed the need to show 'very long trends' across many diverse data sources to
support social policy development. We believe that this new facility will enable the display and discovery of
trends in multi-dimensional cubes across surveys as never before possible. For the time being, however, the
tools are under development, and the numbers generated for Figure 13 are not quite correct — the display is
provided for illustrative purposes only and should not be reproduced or cited substantively.

VIII Conclusions

50 In his opening lecture to a Eurostat statistical meta information system workshop held over a decade
ago, Nordbotten (1993) described work on preserving metadata, which was carried out as early as the 1960s
for the Conference of European Statisticians. 'My experience from national and international statistical



17

agencies through 40 years indicate that they still don't take enough care of their statistical data treasures in a
manner which will satisfy future needs, that they don't agree on and submit to common conceptual and
methodological standards which would permit better statistical compatibility, and that they don't take their
responsibilities for marketing and disseminating their services and products properly. Users have little
knowledge about the content of the statistical data archives, how to combine statistics from different sources
and how they could benefit from the large sources of potential information hidden in the data archives. To
the extent that producers themselves know the content of their own statistical data sources, the necessary
keys to open up the treasures properly for the users are not implemented. These keys are statistical meta-data
systems.'

51 Following the difficult times of the 1990s, when many western governments had to implement
large cutbacks, funding flows are now being turned back on in priority areas of public concern, such as
health. This time, however, there is a sense as never before of the difficult challenges to be faced, and of
the limitations in the resources that are available to meet them. Governments increasingly realize that
alternatives must be examined rigorously on the basis of available evidence, and that there must be
accountability and transparency for the interventions that are made. There is also a growing sense of the
global interdependence of risks and interventions, and especially their economic impacts. Users in
government departments cannot continue to wait for the deficiencies described by Nordbotten to be
corrected.

52 Fortunately, from a technical perspective at least, users should not have to wait much longer.
Much progress has been made in metadata standards and systems since 1993. The present paper has
described a simple international standard for end user data products, and shown how it can transform
applied research and evidence-based policy and program management applications in government. It
provides a glimpse of the payoffs for NSOs and their clients that immediate use of a standard like the
DDI can engender.

53 Neither the DDI standard nor the tools discussed here are perfect. Much work remains to be done,
especially in the areas of harmonization and integration with the other complementary initiatives that are
being discussed at the present work session, such as ISO 11179 at the microdata level, and SDMX for
aggregate and time-series data. But, we submit, there is enough in the DDI and its tools already that is good
enough for NSOs to begin to make investments in describing their microdata using this standard. A general
agreement and mission of this nature, and the payoffs that will quickly ensue, might also serve as a means for
galvanizing metadata standardization efforts in the other domains of statistical production as well. And
surely most data producers would want to publish their own official DDI descriptors, rather than leave it to
local support personnel.

54 The meeting may wish to discuss how NSOs can be encouraged to adopt and implement a common
metadata standard for end user microdata, and approaches for better harmonization of end-user requirements
for metadata with those of internal statistical production systems, ISO 11179/CMR and SDMX.
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