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1. Introduction

The advantage of using scanner data in the ConsBne Index (CPI) is that prices
and quantities on all goods are available so tieatbnstruction of weighted (preferably
superlative) price indexes at detailed aggregdierls becomes feasible. But scanner
data also have a number of potential drawbacks) asca high attrition rate of goods
and volatility of the prices and quantities dues&tes. High-frequency chaining seems a
natural solution at first sight to handle new amghdpearing goods, but that could lead
to drift in weighted indexes when prices and quastioscillate or ‘bouncé’ Quantity
bouncing arises from the fact that households terstock up during sale periods and
consume from inventory at times when the goodsateon sale. According to Triplett
(2003, p. 152) we require “a theory that adequalelcribes search, storage, shopping,
and other household activities that drive a wedgveen acquisitions periodicity and
consumption periodicity.” While that may be true,aur opinion it is unnecessary to
wait until all problems associated with the usescdinner data are resolved. Producing
official statistics will always involve making asaptions and pragmatic choices.

In particular, we assume that for a homogeneous gjo® unit value computed
across all purchases from a single retail chaimgduat month is an acceptable measure
of the average price paid by the representativewmer’ Essentially we are assuming
that price and quantity variation within a montpnesents noise in the data and is not
meaningful in the context of a CPI. Still, salesis@a considerable bouncing of monthly
unit values and quantities. A trivial solution tetproblem of drift is not to chain at all
and use a direct index, as suggested by Feenstr&hapiro (2003). This is problematic
considering the small number of products that maiar time. Another solution would
be to exclude goods that are on sale, which is \Bketistics Norway does to compute
monthly chained price indexes from scanner da&Rmriguez and Haraldsen (2006).
This is unsatisfactory too: it often happens th@iyar goods go on sale and excluding
such goods leads to biased indexes unless longritamtrends are unaffectéd.

! Szulc (1983) seems to have been the first to addhe problem of price bouncing and chaining.

2 Thus we aggregate across stores belonging tolmie, avhich often have a common pricing policy, but
we do not aggregate across different chains. Bhi®nsistent with empirical findings by Ivancic (9.
For more information on the use of unit values, Besvert (1995), Balk (1998), and ILO et al. (2004)

% De Haan (2008a) investigated a third option whbeesuperlative index number formula in a chained
index is allowed to change over time.



An interesting approach has recently been propbgddancic, Diewert and Fox
(2009). They adapt multilateral index number theorprovide weighted indexes which
make maximum use of all possible matches in tha between any two months and are
free of drift. They write: “Discussion of methodshmw best to use scanner data in the
context of constructing consumer price indexesaiqularly important at the present
moment as statistical agencies worldwide are beagrmcreasingly interested in using
scanner data in their official CPI figures. To ¢amowledge, scanner data are currently
used only by two statistical agencies: the Cemrakau of Statistics in the Netherlands
and Statistics Norway.” In January 2010, StatigNetherlands has expanded the use of
scanner data to six major supermarket chains a®pan ongoing re-design of the CPI
(de Haan, 2006; van der Grient and de Haan, 201®).method developed by Ivancic,
Diewert and Fox (2009) is not used, however, fasomns we will explain later on. The
aim of the present paper is to give some backgronaterial on this novel approach,
apply it to a large Dutch scanner data set to inyat® whether it works as expected,
and compare the results with those obtained usiaghew Dutch method for treating
scanner data.

The paper is structured as follows. Section 2 dessrthe scanner data set we
will utilize, which covers seven product categorgesl 44 months. The data come from
a single supermarket chain in the Netherlands aactarently inputs to the CPIl. We
focus on aspects like price and quantity bounding,lack of matching over time, and
temporarily unavailable products. Section 3 condinvhat others found earlier, namely
that high-frequency chaining of price indexes, udohg superlative ones, can lead to
drift when sales occur. For the monthly chainedn@jorst index we observe downward
drift in most instances and illustrate why thighe case. In Section 4 we discuss the
method proposed by Ivancic, Diewert and Fox (2G8%liminate chain drift and find
promising results. A slightly amended version sogbresented. Section 5 addresses the
Dutch method to handle supermarket scanner datz@ngares the results with those
obtained by applying the Ivancic, Diewert and FB8(J09) method. The Dutch method is
based on monthly-chained (matched-items) Jevorexewiwith three modifications: the
use of cut-off sampling to remove items with veswlexpenditure shares, imputations
for temporarily ‘missing’ prices and a filter thakcludes items exhibiting a sudden
strong drop in both prices and quantities. Seddi@oncludes and points to future work
in this area.



2. Features of Scanner Data

Supermarket scanner data have three importantrésatchich should be borne in mind
when compiling price index numbers: price and gixabbuncing as a result of sales, a
high attrition rate of new and disappearing itearg] temporarily unavailable items or
‘missing prices’. In this section we present ilhasive examples of those features. Our
data set covers 191 weeks of data (from January 08ugust 2008) on seven product
categories: detergents, toilet paper, diapers,ytaand, nuts and peanuts, beef, and eggs.
The product categories are not a random selectienselected them for their heavy
price bouncing behaviour. The data come from aelagmple of stores belonging to
one of the major supermarket chains in the Nethddaand are currently used in the
cPI?

Individual items are identified by the Europeanidleé Number (EAN). For all
EANSs, aggregate weekly expenditures and quanatiesknown, as well as a short item
description. Dividing expenditures by quantitiesghased gives the unit value, which
is our measure of (average) price. Figure 1 shoesveekly unit values, quantities and
expenditures for a detergent referred toX¥X tablets. This particular item was on the
market until the beginning of 2007. There seemiset@ ‘regular price’ of slightly more
than 6.5 euros. In quite a number of weeks the itean sale, with price reductions up
to 50%. From our own experience we know that assadéeiod in this supermarket chain
lasts for exactly a week (Monday through Sundayictv coincides with our weekly
data. Nevertheless, the unit value for the weeér &t heavy discount is consistently
much lower than the ‘regular price’. This mightdhee to the fact that people who wish
to buy a good that is on sale but happens to lik@dl are entitled to purchase it at the
sale price during the next week. So the unit valoegost-sales weeks often include
sale prices.Figure 1 also shows what we have called quantiynbing. The quantity
shifts associated with sales are dramatic. Conssineact instantaneously to discounts
and purchase large quantities of the good — asti@in@d fact, they hardly buy the good
when it is not on sale. In this respect it is ina@ppiate to speak of a regular price during

* The scanner data are provided to Statistics Niettds at marginal cost. The agency has a poliayobf
paying for data which are directly used for the pdation of statistics. Scanner data are confidaratnd
cannot be made publicly available.

® This explanation was suggested to us by Lida Marten the post-sales week there may also be some
goods left on the shelves that can still be boaglte sale price.



non-sale weeks. Note that the pattern of expereditisralmost identical to the pattern of
guantities.

Insert Figure 1

Starting from the data for 191 weeks, we constdiatenthly data by attributing
either 4 or 5 weeks to actual (calendar) monthpriéri one might expect the volatility
of price and quantity data to diminish if we aggregl across months instead of weeks.
This is not true foiXXX tablets, as Figure 2 shows. The monthly prices and quesitit
exhibit bouncing similar to the weekly data. Foe flarger part this is a result of the
irregular pattern of weekly sales. Looking at thentily unit values, the term regular

price is indeed a misnomer: sale prices are notagisommon as non-sale prices.

Insert Figure 2

Another aspect of supermarket scanner data isuge attrition rate: the number
of disappearing and new items is usually large.\@wsely, the number of items that are
available in the stores for many weeks in a rowyscally low. Figure 3 displays the
number of matched items for monthly data on detesgm three ways. The downward
sloping curve shows how the set of items at thenb@gg of the period (January 2005)
shrinks over time. Only seven out of the 58 initiaims can still be purchased at the end
of the period (August 2008)The upward sloping curve should be read in reverder:
it depicts the number of matches between the lasitim(August 2008) and each earlier
month. A comparison with the downward sloping cuingicates that the total number
of different types of detergent changes littlehe tong run because there are almost as
many entries as exits. The third curve depictstiaber of monthly matched items, i.e.
items which are available in consecutive monthshénshort run some marked changes
occur. For example, it seems as if in August 20@5dupermarket chain removed part
of its detergents assortment and replenished augdéy.

Insert Figure 3

® The obvious lesson for price measurement is ttiaérng to a strict matched-item principle — inesth
words, using a completely fixed sample of items #ripossible. This point is also stressed by Siaret
Heravi (2005). They are especially interested eube of quality adjustment methods to accounhéov
and disappearing items.



Figure 4 plots monthly unit values foY toilet paper. This product has been
unavailable during many months — the quantitieszare, giving rise to ‘holes’ in the
data set. Practitioners would probably say thatptfiges are temporarily missing. Any
monthly chained, matched-item index number meth@$es the price change between
the last month the item was available and the mm#kenters the stores. For instance,
the price increase between April 2005 and Octoldé&72n Figure 4 would be left out
from the computation. The practical solution isrtgoute the ‘missing prices’. We will
return to this issue in Section 5 when discusdiegiew Dutch method.

Insert Figure 4

The EAN is a unique identifier at the lowest leg€lggregation. In some cases
this level may be too detailed: goods that aretidahfrom the consumer’s perspective
may have different EANs. A fraction of the ‘*holes’the data set could be attributable
to this effect. Matching by EAN might thus undetstthe number of matched products
and overstate the rate of turnover of new and @isapng products. This is perhaps just
a minor issue.

3. Chained Superlative Indexes

3.1 The Problem of Chain Drift

Chained indexes may suffer from what is known asrchrift or chain link bias. Chain
drift occurs if a chained index “does not returrutoty when prices in the current period
return to their levels in the base period” (ILOQZ0Qp. 445). In this section we address
chain drift in superlative price indexéset p’ ands’ denote the price and expenditure
share of good in the base period Op; ands' denote the corresponding values in the
comparison periodl (t > 0). For a fixed set of goodd the Fisher and Tdrngvist price
indexes are defined as

" The attraction of superlative price indexes ig thay approximate the underlying cost of livingéx to

the second order while being easy to compute (Diewi876). These indexes also have many desirable
axiomatic properties; see e.g. and ILO et al. (2008e Fisher and Tornqvist indexes are the bestvkn
superlative indexes. Ehemann (2005) addresses dhiftiim Fisher and Torngvist indexes. On chaining
see also Forsyth and Fowler (1981).
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Many statistical agencies are nowadays using thendeindex to compile price indexes
at the elementary level if expenditure data ar&itee For scanner data an unweighted
index number formula seems irrelevant, but the Bemch method for the treatment of
scanner data does apply the Jevons formula, abeviutlined in Section 5.

We will start by distinguishing three periods: Gardd 2. The chained Fisher and
Tornqvist price indexes going from period O to pdr2 are
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Price bouncing for a single good is a stylized wegr®f a situation we often observe in
supermarket scanner data. Suppose good 1 has besatedn period 1 and its price has
decreased considerably}(/ p} < ) While in period 2 the price returned to the liti
value (pf = p, or p//p; = p./ p;). The prices of all other goods are assumed fixed.

Expressions (4) and (5) then simplify to

02 = S]C.){( pi/pf)_1}+l 1/2. (6)
P s{(pr p) 1+

P02
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= (pi/ pd)E )2, (7)

Standard micro-economic theory assumes that, giveet of prices, the quantities are
uniquely determined. So if prices bounce we wouideet the quantities, and hence the
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However, ‘distortions’ may give rise to a differenibetweens’ and s?. In this stylized
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for s7 >s).

This example does not represent our weekly datawetl. From Section 2 the
following pattern emerges. In week 0 good 1 is slthe regular price and the quantity
is very low or almost zero. In week 1, when thedy®sold at the low sales price, the
quantity is extremely high. In week 2 the pricegobd 1 is only slightly higher than in
week 1 (though much lower than the regular pricg)rfow the quantity is low, though
not as low as in week 0. In week 3 both the prive the quantity return to their initial
levels. Assuming again that the prices of the oguerds stay the same, the four-period
chained Tdrnqvist index can be written as
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Can anything be said a priori about the expectgul sf chain drift inP* . in case of

T ,chain
storable goods? The first component of (8) is pobbthe leading term: the strong price
decreasep; / pY receives extraordinary large weight due to théa lijgantity purchased
in period 1 (in particular when the quantities lo¢ tother goods have decreased, which
is most likely for substitutable goods). Althoudje tweight of the second component of
(8) may even be greater, the price increasé p; is small and we expect its impact to
be modest. The strong price increase/ p; receives relatively small weight since the
quantity in period 3 returns to the period 0 levadl.in all, we would expectPs,;, to
be below unity so that downward drift prevails.

In real life the situation is more complicated. Tign of the drift depends on the
magnitude of the price decrease and the asso@atettity shifts of all goods belonging

to the product group, and on the periodicity ofusition and consumptiohDifferent

8 Feenstra and Shapiro (2003), using data on caumeql found that the weekly chained Térnqvist index
had an upward drift: “in periods when the prices law, but there are no advertisements, the gisstit
are not high [...]. Because the ads occur in the final piab the sales, the prigacreases following the
sales receive much greater weight than the mléceeases at the beginning of each sale. This leads to the
dramatic upward bias of the chained Térnqvist.” fld@sumers are misinformed without advertisements
surprises us a little bit. As was shown in Secfoin our data set we observe instantaneous respais
consumers to strong price reductions: the quastitienediately increase dramatically and drop tooatm
zero in after-sales weeks.



goods can be on sale at different times. Furtheentbe set of goodd is typically not
fixed. If it were, there was no use in chainingirect superlative price indexes such as
the Fisher and Tdrnqvist, given by (1) and (2),utidhen be used. Aggregation across
time might help reduce the problem of chain daksuming that high frequency price
and quantity variation represents noise in the.datatistical agencies do not compile
CPlIs on a weekly basis anyway, so it is ratheraisito work with monthly unit values
and quantities. In Section 3.2 we present somezacil on this topic.

3.2 Results

Figure 5 confirms what others have found beforeeflBga and Shapiro, 2003; Ivancic,
2007; de Haan, 2008; Ivancic, Diewert and Fox, 208@ekly chaining of superlative
indexes can lead to exceptionally large drift. Betergents we observe downward drift.
Fisher and Térngvist indexes measure a totallyalistec price decrease of more than
90% in less than four years. The downward trenthefJevons index is much smaller.
This accords with expectations as it is the asymnatexpenditure weights that drives
chain drift in superlative price indexes. Stilletprice decrease measured by the Jevons
seems rather large.

Insert Figure 5

As can be seen from Figure 6, aggregating priceqaiadtity data across months
instead of weeks dramatically reduces chain dhiffthough we cannot be sure that the
monthly chained index numbers for detergents anepbetely free of drift, at least they
look plausible. Notice that the Fisher and Térngiidex numbers are almost identical,
notwithstanding the volatility of the monthly prieed quantity data. Monthly chaining
raises the superlative indexes above the Jevoes.ilNevertheless, the monthly Jevons
price index numbers are higher than the weekly rarmblhe sensitivity of the Jevons
to time aggregation surprises us a bit.

Insert Figure 6

Figure 7 shows what happens if we further aggregete time and use quarterly
unit values and quantities to compute quarterlyrathindexes. This is not very helpful
for statistical agencies that compile monthly CBlg,it may be considered in Australia,



New Zealand and other countries where the CPI Idighed on a quarterly basis. The
results for detergents are striking. Quarterly sbdisuperlative indexes measure a price
increase of 20% or more. We find this implausible. The Esland Térnqvist indexes
for the last quarter differ 5 points, which is rekable too. Figure 7 seems to suggest
that quarterly data suffer from ‘too much’ aggregiatacross time — the noise in the

data has been eliminated but at the cost of messirige trend.

Insert Figure 7

4. GEKS and Rolling Year GEKS Indexes

4.1 The Basic Idea and Some Background

Ivancic, Diewert and Fox (2009), henceforth IDFyédnaecently proposed a method for
constructing price indexes that use all matchekendata between any two periods and
that are, in contrast to high-frequency chaineaxes, free of drift. The method is an
adapted version of the multilateral GEKS (Gini, 19Eltetd and Koéves; 1964; Szulc,
1964) approach. The GEKS index is the geometricnnadathe ratios of all bilateral
indexes (computed with the same index number faxnogtween a number of entities,
where each entity is taken as the base.R¥tand P be the bilateral indexes between
entitiesj andl (I =1,...,M) and between entitidsandl, respectively. The GEKS index

betweer andk can then be written as

1/ M

- l%J[P“ <P (©)

where the second expression holds when the bilatelaxes satisfy the ‘entity reversal

]1/ M

Pltks = D [PJI /P

test’, so thatP® =1/P™. It can easily be shown that

Pexs = Poexs ! Poxs (10)
Expression (10) says that the GEKS price indexsfseasi the circularity otransitivity
requirement: the same result is obtained if estiéiee compared with each other directly
or via their relationships with other entities.

Multilateral indexes such as the GEKS are ofterdusemake price comparisons
across countries (or regions); see Diewert (1988d)Balk (2001; 2008) for overviews.



Transitivity is particularly useful to circumverte choice of base or bridge country, but
a drawback is that a transitive index for two co@stdepends on the data of all other
countries — there is lass of characteristicity.” The GEKS method can be justified as a
means of preserving characteristicity as much asipke. More specifically, the GEKS
price index is the solution to minimizinELzlil(ln P —InP*)? | being the sum of
squared differences between the logarithms of dti{ataral) index P"* for a pair of
countries j,k and the direct (bilateral) indeR’™ . Notice that the direct index ‘counts
twice’ in equation (9), namely fdr=j andl =k.

IDF adapt the GEKS method to price indexes acrioss by treating each time
period as an entit}f’ That is,j andk in expression (9) are now time periods &islthe
link period. Suppose we have data on prices andtijigs at our disposal for periods
0L...,T . Choosing 0 as the index reference period andtthg the comparison periods
byt (t =1,...,T), we can write the adapted GEKS index going froto t0as

P(?ltsz = 'lj [POI /P! ]1/(T+1) = 'lj [pOl x P!t ]1/(T+1) , an

provided that the bilateral indexes satisfy theetiraversal test. In that case the GEKS
index also satisfies this test, i.Bic =1/ Pos. The transitivity property implies that

the GEKS index can be written as a period-to-pecinained index, i.e.

t

Pexs = |_| Péas (12)

which should be free of chain drift.

® Characteristicity is “the property that requirbe transitive multilateral comparisons between nmensib
of a group of countries to retain the essentialufes of the intransitive binary comparisons thasted
between them before transitivity” (Eurostat and @EQO006, p. 127). Caves, Christensen and Diewert
(1982) refer to characteristicity as the “degrewich weights are specific to the comparison aifia

1% |n the context of price indexes for seasonal gpBask (1984, Ch. 4) describes a method that torrs

to be equivalent to the GEKS method. Note that HOFrow an alternative method from the international
comparisons literature, the Country Product Dum@K D) method, and adapt it to provide price indexes
free of chain drift. The resulting estimates hatemdard errors associated with them. They arguetiiea
lack of standard errors is a drawback of the GEKShimdology. We disagree with this view. The choice
of index number formula is what matters. Index namkhthat do not rely on sampling, as with scanner
data, have no standard errors, or at least no sagngdror (unless there would be imputations inediv
The CPD approach, like any model-based approadis, @tlor because of the use of a stochastic model.

10



The bilateral indexes are all matched-item indewe$y price relatives of items
that are purchased in the two periods compared gr@endexes. IDF call this a flexible
basket approach. The GEKS approach thus makes maximse of all possible matches
in the data between any two periods, which canelea ss its most important property.
Imputations to deal with ‘missing prices’ are tHfere unnecessary. Any matched-item
index, including the GEKS, does not explicitly asnbfor quality chang&* For many
fast-moving goods purchased in supermarkets quathignge is arguably a minor issue.
Even if quality changes are substantial, measupiiges of matched items might suffice
under competitive market circumstances.

P, given by (11), depends on the price and quadtty of all time periods,
includingt +1,...,T . In real time we cannot produce an index basefditome data. What
we can do in practice is calculate the GEKS indexlie current (most recent) peridd
using all the available data and update the timeseas time passes. It is now more
convenient to write the GEKS index going from pdribto periodrl as

P(?I-EI—KS = |l(! [POt /P™ ]ll(Tﬂ) = |l(! [pOt x Pt ]1/(T+l) . 12
= |

t

Before discussing the updating of the time seriesaddress one other issue first. While
transitivity is a useful property, it is not a nssary requirement in a time series context
where chronological ordering of the price index@shie unique ordering. GEKS index
P results from minimizingzzzoztlo(ln P™ —InP"®)? for any two periods andt.

But why should this be the optimal rule for dertyia price index going from O {6?
Minimizing the sum of squared differences is a radtahoice for a comparison between
countries because the direct (bilateral) indexestzetter’ than other indexes. In a time
series context, where a lack of matched itemsasptioblem, the direct index may not
be best. Suppose that the number of matches ghadiegireases over time. The longer
the period, the less we want to rely on the dimeadéx. In other words, while in this case

1 Quality change can best be seen as the appearhnew products and the disappearance of ‘old’ ones
at the lowest possible aggregation level. Fronnaex number point of view quality adjustment method
should therefore estimate what the prices of thwsducts would have been if they had been available
Put otherwise, quality adjustment methods suchedstic regression are essentially imputation method
see Diewert, Heravi and Silver (2007) and de H2808b). This raises the question whether the GEKS
approach would still be of use if we imputed ainfpporarily) ‘missing prices’ through hedonic regies

or the like, and if so, how the imputations woulftet the GEKS index.

11



the direct indexP®" is less representative than the indirect indeR&s< P (t 2 0,T),

it has twice the weight We therefore alternatively consider the unweighlgedmetric
mean of the direct and indirect indexes, which obsly also makes use of all matches
in the data between any two time periods:

P/SJT - |i| [POt x Pt ]l/T . (14)

=
It can easily be shown th&", is not transitive. If the bilateral indexes satitife time
reversal test then so do€g’ .

Now we turn to updating the time series. The GEKd&x for periodl +1 using
price and quantity data pertaining to all periods0,...,T +1 is

T+1

PGol’EL;l = u [F’Ot /F’T"Ll't ]l/(T+2) = ﬁ[POt X Pt,T+1]l/(T+2) . (15)
= _

A drawback is that the index number for periodiould be revised if we re-computed it
using the extended data $&We denote the revised index numberBfs o 1., - There

is however no need to publish the revised numi&nee the time series is free of drift,
we may use the change in the GEKS index (15) betweel andT (i.e. Py s divided
by Pitksors1 . Which are both computed on the data of periadsT + ), ad the chain
link to update the time series. Due to transitivity bilateral price indexes that satisfy

the time reversal test we have

T+1

PGOI,ET}'(';]./ P(?EKS(OYTH_) = u [Pt,T+1/ PtT ]1/(T+2) , (16)
t=
so that the index for period +1 would become
0T+l ot —_ 1T+l otT |H(T+2)
Poexs = Poexs u [P "TIP ] . 17)
t=l

12 0n the other hand, if (nearly) all items do mabettween period 0 and peridd then we would in fact
prefer the direct index. This suggests taking agiveid average of the direct and indirect indexdsres
the weights somehow depend on the number of matéMeghts can be inserted into the minimization
rule (see e.g. Balk, 2008, Ch. 7), but it is nafye» see how to derive weights without making taalby
choices.

3 1n the words of Hill (2004), the GEKS index viaattime fixity. Most statistical agencies woulddfin
this unacceptable.

12



The same approach could be followed to extendithe $eries to periods +2, T + 3,
etc. Clearly, any index changes derived from theetseries constructed in this way, for
instance the annual inflation rate, are affectedh@yprices and quantities pertaining to
earlier periods. To diminish the loss of charastegity, IDF use a so-callewblling year
approach.

We assume that, like in most countries, the CRInsonthly statistic. The rolling
year approach uses the price and quantity datdéolast 13 months to compute GEKS
indexes. As in (17), the most recent month-to-montlex change is then chain linked
to the existing time series. The choice for a 13 1thaenoving window is optimal in the
sense that it allows a comparison of strongly seasitems™* Longer windows could
be chosen, but that would lead to a greater loshafacteristicity. UsindPy;s as the
starting point for constructing a monthly time ssrithe rolling year GEKS (RGEKS)

index for monthT +1 becomes

13 12 13
PR%lESKS _ PGOIéles |—l [P12,t / P13,t]1/13 - u [POt / P12,t]1/13 |—] [P12,t /Pls,t]1/13 . (18)
t t=

t=
The general expression for the RGEKS index goinghfan arbitrary base month 0 to

the current montit (T >12) is

PO = u [Pt/ pra 1’13|‘L L‘| [pr2/pre]. (19)
=1 12

The rolling year method can also be applied toalkernative index given by expression
(14), usingPL ¥ as the starting point.

GEKS and RGEKS indexes are preferably based orrlatige bilateral indexes
because they satisfy the time reversal test and bther desirable axiomatic properties.
IDF calculate GEKS indexes using bilateral Fisimelexes. They also estimate RGEKS
indexes for (no more than) three months — theia daties is only 15 months long. We
chose to work with Térnqvist price indexes and catagfGEKS and RGEKS for a much
longer time period. In addition we will use Jevdnigateral price indexes to investigate
the impact of weighting and to compare the resulte monthly chained Jevons price
indexes presented in Section 5. The Jevons alsfissthe time reversal test.

14 Strongly seasonal goods can only be purchasedgisdme months of the year. For a discussion on the
problems associated with seasonality, see Die889b),
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4.2 Results

To get an idea of the potential effects of revisidrigure 8 depicts two monthly GEKS-
Torngvist indexes for detergent during January 20Q0anuary 2006. The first one uses
the data of those 13 months only, the second ohased on all data that is available to
us (44 months), including data from February 20@6ugh August 2008. The revision
is downward. While being small as compared to thiatility of the index numbers, it
cannot be ignored.

Insert Figure 8

Figure 9 shows monthly RGEKS-Toérngvist and RGEK®ade indexes for all
seven product categories. The alternative indexaich the direct bilateral (Térnqvist
or Jevons) index counts once, are also shown. TBEKS-TOrngvist indexes show no
obvious sign of drift, as expected. The highly wédgpattern is somewhat surprising as
we would expect the RGEKS approach to smooth ghicguations. In most cases the
RGEKS-Jevons is much lower than the RGEKS-Torng¥st example, at the end of
the sample period (August 2008) the RGEKS JevodsTamngvist indexes end up at
93 and 102, respectively. A similar difference viasnd in Figure 6 for the monthly
chained versions. Thus, the choice of aggregatiethod at the elementary level makes
a lot of difference. Our results suggest that loggenditure items exhibited relatively
small price increases or large price decreases.voladility of the RGEKS-Jevons is
less than that of the RGEKS-T6rnqvist but still staintial. Notice that in general the
alternative indexes are slightly higher than tiREEKS counterparts.

Insert Figure 9

Figure 10 compares the RGEKS-Tdrnqvist indexess@nted in Figure 9) with
monthly-chained Térnqvist indexes and direct Torsgwmndexes. Except for detergents,
where we find no obvious sign of drift, monthly atiag leads to downward drift. In a
number of cases the drift is severe; for toiletgyape difference between the RGEKS-
Tornqvist and the chained Torngvist has risen tin8@x points in August 2008. Direct
price indexes are of course free of chain link liashave the drawback of relying on
an increasingly smaller set of items. Figure 10ficors that the direct (matched items)
Tornqvist index should not be used.
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Insert Figure 10

5. Chained Jevons Indexes

Scanner data were first introduced into the Dutéh I8 2002. Price index numbers for
two supermarket chains were calculated with thed fmvmula, based on a large cut-off
sample of items (EANSs) for each product group. €kpenditure weights of the items
were updated annually, or sometimes bi-annuallg, the short-term index series were
chained in December to obtain long-run series. &lgh weighting at the item level is a
strong point, it had the drawback of ‘amplifyindyet impact of sales as often the more
popular items go on sale, and thus led to volaidiex numbers. More importantly, new
items could only be introduced in December unlesy tvere selected as replacements
for disappearing items. Searching for replacemtemis and trying to adjust for quality
changes was a very labour intensive and time commguptocess. This was true also for
the initial selection of the basket of items.

As from January 2010 the use of scanner data has é&etended to six major
supermarket chains. The Jevons instead of the lotex number formula is now used.
To update item samples as quickly as possible ahdree efficiency, monthly chained
matched-item Jevons price indexes are computedmiBteod has a number of potential
drawbacks for which solutions had to be found.

Since the Jevons is an unweighted index, relativaiynportant items, in terms
of their expenditure shares, would have the sanpadtnon the index as more important
items. To reduce this effect somewhat a crude oypeaplicit weighting will be applied
through cut-off sampling: important items will heciuded in the sample with certainty
whereas unimportant items will be excluded. An ifeémselected for the index between
montht-1 to montht if its average expenditure share (with respethéoset of matched
items) in both monthg(s'™ +s')/2, is above a certain threshold value. The thresisold
given by1/(N'"™ x y'™ ), where N'™' denotes the number of matched items. Initially
we chosey'™ = 2This means that, for example,Ni'™" =50, then all items with an
average expenditure share of more than 1% woukkleeted. Note that the number of

t-1t

matched items in the sample, ™, as well as the sample aggregate expenditure,share
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ZI”:: (s +s')/2, will change over time. Statistical agencies uguiaave fixed-size
samples (‘panels’) to compute elementary aggregate indexes (see e.g. Balk, 2004).

As mentioned earlier, the second drawback of atktnnatched-items method is
that temporarily missing items are excluded from ¢bmputation so that price changes
occurring between the last month these items wetlee sample and the month they re-
enter the sample will be missed. The ‘missing fiege imputed, as is often done by
statistical agencies, by multiplying the last obsdrprice by the (Jevons) price index of
the matched items within the product group in goastn a way we are forcing a panel
element onto the dynamic matched-items approach.

Finally, like any matched-items approach, the meétdoes not explicitly take
guality changes into account. Since implicit qyaditjustment methods have been most
prominent in the Dutch CPI in the past, in thigoexs the new method is similar to the
old one. The newly-built computer system does allorvmaking explicit adjustments,
just in case. In particular, quantity adjustmemisdhanges in package size or contents
could be made when deemed necessary. We expededise to be used infrequently
(and hopefully not at all).

The impact of both adjustments, cut-off samplind anputation, on the chained
matched-items Jevons price index for toilet papeshiown in Figure 11. The unadjusted
index clearly has a downward drift. Cut-off sampligy'™ = 2) makes things worse.
Imputing ‘missing prices’ turns the downward tresidthe sample-based index into an
upward trend, particularly during 2008.

Insert Figure 11

Figure 12 compares the adjusted chained Jevongasder all product groups
with the RGEKS-Torngvist indexes (from Figure 9)agsess whether both adjustments
eliminate the downward bias. The evidence is arxed. For toilet paper the adjusted
Jevons ends at the same level as the RGEKS bine imiddle of the observation period
the difference is large. For detergents, diapeasdgbars and beef the adjusted Jevons
performs rather well. On the other hand, for nutd peanuts and for eggs the adjusted
Jevons has a severe downward bias.

To find a possible explanation for this bias, wel laacloser look at the data. It
turned out that some items exhibit a consideralilee mrop compared to the previous
month in combination with an even sharper droghenduantities sold. Apparantly those
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items have become impopular and are dumped. Welekb¢o build a ‘dumping filter’
into the CPI system which excludes items exhibitiogh a price decline of more than
20% and a decrease in expenditure of more than 8@%he same time, based on our
empirical work, we chose to slightly reduce the-affitsample by settingy'™ = 125
instead of y'™' = 2 The improved results are also shown in FigurePHeticularly due

to the dumping filter, the strong downward bias riots and peanuts and for eggs has
now disappeared. We conclude that although theDeweh methodology is not without
difficulties, it produces satisfactory results iloshcases.

Insert Figure 12

6. Conclusions and Future Work

In this paper we have applied the method develtyydsancic, Diewert and Fox (2009)
and computed rolling year GEKS price index numbarseven product categories. The
method performs as expected: in contrast to mordh&med superlative price indexes,
the RGEKS indexes show no sign of (chain) drift.

In spite of the promising results, Statistics Ndtreds decided not to implement
the RGEKS method in 2010 when scanner data frormapor supermarket chains were
incorporated into the CPI. Even if we wanted tayduld have been impossible due to
time constraints — designing and testing an officaanputer system takes a lot of time
and effort, and we would not have been able to Idpvsuch a system on timi2 A
drawback of the RGEKS method is a lack of trangpareCPI practitioners may have
difficulties in trying to come up with explanatiof@ implausible price changes. In our
opinion this is not a convincing argument againsing the RGEKS approach; if a
method is clearly better than others, it shouldnpglemented, unless there are serious
practical problems or high costs that would prevkist There is one reason, apart from
time constraints, why this new methodology cannunediately be used in the Dutch
CPI. Statistics Netherlands has a policy of usinly smmethods that are widely accepted.
We interpret this rather vague statement as follomethods do not necessarily have to

'3 For this study we have used a statistical pack8@é) and a spreadsheet program. This would not be
allowed for producing the Dutch CPI.
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be widely used, but they should be accepted as graadice by experts in the field and
by the international statistical community. The RGEmMethod is obviously in an early
stage, and more evidence is needed to get it watsdgpted.

We encourage other statistical agencies — espetiate that are already using
scanner data and those that are interested in doimgthe near future — to consider the
RGEKS method and present empirical evidence. Tisseees could be addressed. First,
it would be useful to compare RGEKS indexes foiseaal goods, such as fresh fruit,
with scanner data based price indexes calculated traditional methods to cope with
seasonality. Second, RGEKS price indexes can b@utaa at various levels of product
aggregation. Our computations were done at a ddtélel but it would be worthwhile
comparing them to indexes at higher aggregatioal$ev hird, in addition to monthly
indexes, RGEKS indexes can be computed for weeidyqaarterly data to investigate
how increased aggregation over time affects thaltieesAs they should be drift free, we
would expect weekly, monthly and quarterly RGEK8exes indexes to exhibit similar
trends.

Statistical agencies that publish the CPI on atgqusrbasis, like the Australian
Bureau of Statistics and Statistics New Zealand,naost likely interested in quarterly
aggregations. We did some preliminary work on #imd constructed quarterly RGEKS-
Torngvist indexes, using a five quarter window, dtirseven product categories. For six
categories, the RGEKS method appeared to be insen increased aggregation over
time, the quarterly RGEKS indexes being very simitathe monthly counterparts. The
exception is detergents. Figure 13 depicts thetguarRGEKS-Torngvist indexes for
detergents together with the quarterly direct anargrly chained Torngvist indexes as
well as monthly chained Tornqvist indexes. Theelatire calculated as re-scaled three-
month averages of the index numbers shown in Fi§uiide quarterly RGEKS index is
much higher than the monthly RGEKS, which is a pogzresult that calls for further
investigation.

Insert Figure 13
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Figure 1. Weekly unit values, quantities and expentlres; XXX tablets
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Figure 2. Monthly unit values, quantities and expeditures; XXX tablets
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Figure 3. Number of matched items; detergents
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Figure 4. Monthly unit values; YYY toilet paper
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Figure 6. Monthly chained price indexes; detergents
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Figure 7. Quarterly chained price indexes; detergets
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Figure 8. Initial and revised (44 months) GEKS-Toérmvist indexes; detergents
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Figure 9. Rolling year GEKS-Tdrnqvist and GEKS-Jevans indexes
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Figure 10. Rolling year GEKS-Tdrnqvist, chained Ténqvist and direct Térnqvist
price indexes
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Figure 13. Monthly and quarterly rolling year GEKS-Torngvist, quarterly chained
Tornqvist and quarterly direct Tornqvist price inde xes, detergents
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